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ABSTRACT 

Segmentation is a way of assigning each dataset to a segment called cluster. It is widely applied in different 

area of human endeavor such as banking sector, health sector, retail, media etc. Many organizations are faced 

with problems of ineffective customer care services and intelligent management decisions because of inability 

to effectively analyze customer data that will give insight to the nature of customers to help in effective 

customer services and intelligent management decision.  Kmeans algorithm is the widely used algorithm for 

market segmentation, normally the k value of Kmeans algorithm are randomly picked. Picking the optimal k 

value is usually a challenge in application of Kmeans algorithm and this usually affects the performance of 

Kmeans algorithm. This work applies elbow method to obtain the optimal k value that was applied to analyze 

dataset from banking sector (in this case United Bank of Africa) for better insight, business management and 

marketing strategy. The customer cluster created was evaluated using visual plots and cluster centers. The 

optimal k value of six (6) was obtained using the elbow function. The dataset was thus segmented based on the 

optimal k value of 6 obtained. The clustering results obtained showed high intra cluster similarity (data within 

a cluster are similar) and low inter cluster similarity (data from different clusters are dissimilar). The result also 

showed that customers in cluster 3 and 4 has similar marketing needs and can be served together.  
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INTRODUCTION 
Market segmentation can be defined as dividing a market into 

distinct groups of customers, with different needs, 

characteristics or behavior, who might require separate 

products or who may respond differently to various 

combinations of marketing efforts (Armstrong and Kotler, 

2005). Some bases of segmentation that may be used include 

geographic, demographic, psychographic and behavioral. 

Other variables that may be used for segmentation include 

situational (e.g., purchase/use occasions), and customer 

preferences for products or specific product attribute levels.   

Many organizations are faced with problems of ineffective 

customer care services and intelligent management decisions 

because of inability to effectively analyze customer data that 

will give insight to the nature of customers to help in effective 

customer services and intelligent management decision. 

Segmentation is critical because a company has limited 

resources, and must focus on how to best identify and serve 

its customers. 

Clustering is one of the commonly used market segmentation 

techniques (Wedel and Kamakura, 2000). Kmeans algorithm 

is widely used for clustering, normally the k value of Kmeans 

algorithm are randomly picked. Picking the optimal k value is 

usually a challenge in application of Kmeans algorithm and 

this usually affects the performance of Kmeans algorithm. 

Clustering techniques minimize intra cluster distance and 

maximize inter cluster distance for data segmentation. 

Clustering methods can be broadly classified into four 

categories: Partitioning, Hierarchical, Density-based and 

Grid-based methods. Clustering can be applied in information 

retrieval, web pages grouping, image and market 

segmentation etc. (Pham and Afify, 2006). For segment 

identification, customer clustering is applied (Saarenvirta, 

1998) using customer characteristics (demographics, 

socioeconomic factors, and geographic location), product-

related behavioral characteristics (purchase behavior, 

consumption behavior, preference for attractions, 

experiences, and services). K-means clustering are widely 

used for market segmentation (Hung and Tsai, 2008). 

Clustering can also be applied for evaluating supermarket 

shopping paths or deriving employers' branding strategies 

apart from customer segmentation (Moroko and Uncle, 2009). 

 

Marketing Strategies 

Market segmentation using clustering technique such as 

Kmeans algorithm will help to group customers with similar 

needs together. This will enhance the marketing strategies of 

the organization. The three areas of marketing which are 

usually taken into consideration when marketing a product 

are: 

The first area is mass marketing. It covers the area of mass 

production, mass distribution and mass promotion of products 

to all buyers (Gunter and Furnham, 1992). However, 

marketers have realized the great varieties in each individual 

customer and therefore the market segmentation is a helpful 

tool for the marketers to customize their marketing 

programmes for each individual customer (Dibb and Simkin, 

1999).  

The second area is product differentiated marketing. The 

marketer produces two or more products that display different 

features, styles, quality, sizes etc.  

The third, and dominating, area is target marketing where the 

marketer distinguishes among a variety of market segments, 

chooses one or more of the segments and then develops 

products and marketing mixes customized to each segment 

(Gunter and Furnham, 1992).  

In business it is a matter of being able to communicate your 

message in a persuasive way. Companies therefore need to be 

able to adapt to their target audience’s needs, wants and values 

(Kotler and Keller, 2009). In order for companies to do so, 

they may ask themselves questions like; who the customers 

are? What do they buy? And where can they be found? It is 

not possible for the companies to reach out to all customers in 

large, broad, or diverse markets and therefore by dividing the 

customers into groups or segment(s), the company can choose 

which group they wish to target (Kotler and Keller, 2009). 
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Segmentation Process 

The three stages of the segmentation process are; 

segmentation, targeting, and positioning. Segmentation 

variables: The first stage of the segmentation process 

involves the selection of suitable variables for grouping 

customers. These are also referred to as base variables or the 

segmentation basis. There is rarely one best way of 

segmenting a market and more than one variable can be used. 

Segmentation analysis: Research also plays a very vital role 

in segmentation as segmentation analysis requires a range of 

data from a wide variety of sources on markets, customers‟ 

attitudes, motives and behaviour as well as competitor 

information.  

Targeting: Targeting is the next step in the sequential process 

and involves a business making choices about segment(s) on 

which resources are to be focused. There are three major 

targeting strategies: undifferentiated, concentrated, and 

differentiated. During this process the business must balance 

its resources and capabilities against the attractiveness of 

different segments.  

Positioning: This follows on logically from the segmentation 

and targeting stages. Customer perceptions are central to the 

product position especially in relation to the competition’s 

offering. The product or service has to satisfy key customer 

requirements and this has to be clearly communicated to 

customers.   

From the above, one can draw the conclusion that, the 

sequential logic used in most marketing management 

literature are the following: identify your target segment; 

describe the characteristics of the segment members; 

determine their needs as to the product that you are selling, 

adapt the marketing mix components according to the 

segment's needs, sell the products, get increased product 

profitability and thus increased profitability of the firm. 

Criticism from one school of thought is that it is increasingly 

difficult to build marketing activities on the notion of a 

market. The "markets" are fragmenting rapidly and we are 

moving towards a time when the only relevant segment is the 

individual customer (Wedel and Kamakura, 2000). 

 

Clustering 

Clustering is a popular tool for customer segmentation which 

aims to identify groups of similar observations. Most 

clustering algorithms are designed to work on a fixed dataset 

which does not change over time. When it does, the entire 

model needs to be recomputed, an extension to this are stream 

clustering algorithms which aim to find and  maintain clusters 

over time in an endless stream of new observations. These 

algorithms process data points in real time and avoid 

expensive computations by incrementally updating the model. 

To do so, clusters need to contain enough information to 

update them with new information. For example, merely 

storing the centres of clusters allows merging clusters. 

However, it does not allow splitting clusters again if 

necessary. To overcome this, stream clustering algorithms 

usually rely on an online and offline phase (Rajagopal, 2011). 

The online component evaluates the stream in real time and 

captures relevant summary statistics. As an example, it is 

possible to split the data space into grid-cells and simply count 

the number of observations per cell. This results in a large 

number of micro-clusters that summarize the data stream. 

When desired, an offline component ‘reclusters’ the micro-

clusters to derive a final set of macro-clusters. This step often 

uses a variant of traditional clustering algorithm. 

 

 

 

K-Means Algorithm 

K-Means clustering is an efficient machine learning algorithm 

to solve data clustering problems. It’s an unsupervised 

algorithm that is quite suitable for solving market 

segmentation problems. Unsupervised machine learning is 

quite different from supervised machine learning. It’s a 

special kind of machine learning algorithm that discovers 

patterns in the dataset from unlabeled data. Unsupervised 

machine learning algorithms can group data points based on 

similar attributes in the dataset. One of the main types of 

unsupervised models is clustering models. A clustering 

machine learning algorithm is an unsupervised machine 

learning algorithm. It is used for discovering natural 

groupings or patterns in the dataset. It’s worth noting that 

clustering algorithms just interpret the input data and find 

natural clusters in it (Rajagopal, 2011). 

Unlike supervised learning algorithms, K-means clustering is 

an unsupervised machine learning algorithm. This algorithm 

is used when a dataset has an unlabelled data. Unlabelled data 

means input data without categories or groups provided. Our 

market segmentation data is like this for this problem. The 

algorithm discovered groups (cluster) in the data, where the 

number of clusters is represented by the K value. The 

algorithm acts iteratively to assign each input data to one of 

K clusters, as per the features provided. All of this makes k-

means quite suitable for the market segmentation problem. 

While using the k-means clustering algorithm, the first step is 

to indicate the number of clusters (k) that can be used to 

produce the final output. The algorithm starts by selecting k 

objects from dataset randomly that will serve as the initial 

centers for our clusters. These selected objects are the cluster 

means, also known as centroids. Then, the remaining objects 

have to be assigned to the closest centroid. This centroid is 

defined by the Euclidean Distance present between the object 

and the cluster mean. This step refers as “cluster assignment”. 

When the assignment is completed, the algorithm proceeds to 

calculate new mean value of each cluster present in the data. 

After the recalculation of the centers, the observations are 

checked if they are closer to a different cluster. Using the 

updated cluster mean, the objects undergo reassignment. This 

goes on repeatedly through several iterations until the cluster 

assignments stop altering. The clusters that are present in the 

current iteration are the same as the ones obtained in the 

previous iteration (Witten and Frank, 2000). 

Let 𝐷𝑆 =  {𝑥 1, 𝑥2, . . . 𝑥𝑛 }   be a set of n dataset, where 

𝐴1, 𝐴2, . . . . 𝐴1  is the set of 𝑀  attributes. Kmeans applies 

minimization objective functions P with unknown variables U 

and Z as shown in Equation 1. 

𝑃(𝑈, 𝑍) =  ∑ ∑ ∑ 𝑈𝑖,𝑗  𝑑(𝑥𝑖,𝑗 , 𝑍𝑖,𝑗)𝑚
𝑗=1

𝑛
𝑖=1

𝑘
𝑙=1            (1) 

Subject to  

∑ 𝑈𝑙,𝑗 = 1                1 ≤ 𝑖 ≤ 𝑛𝑘
𝑙=1     (2) 

𝑈𝑖,𝑗  ∈ {0, 1}    1 ≤ 𝑖 ≤ 𝑛,      1 ≤ 𝑙 ≤ 𝑘   (3) 

      

Where  

𝑈  is a 𝑛 × 𝑘  matrix 𝑈𝑙,𝑗  is binary variable and 𝑈𝑙,𝑗 = 1 

indicates that objects 𝑥𝑖 is allocated to cluster 𝑐𝑖. 

𝑍𝑙 =  [𝑧1, 𝑧2, . . . 𝑧𝑘   ]  is a set representing 𝑘 − 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑠. 

𝑑(𝑥𝑖𝑗 , 𝑧𝑖𝑗) is the dissimilarity measures between data objects 

𝑥𝑖 and the centroid 𝑐𝑖 on attributes 𝐴𝑗. The distance between 

two identical values is 0 while the distance between two 

distinct values is 1. 

𝑑(𝑥𝑖𝑗 , 𝑧𝑖𝑗) = 𝑓(𝑥) =   {
0, (𝑥𝑖𝑗 =  𝑧𝑖𝑗)  

1, (𝑥𝑖𝑗 ≠  𝑧𝑖𝑗) 
  (4) 
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The algorithm of Kmeans is as shown in Figure 1. 

 

Kmeans Algorithm 

1. Choose the k value 

2. Choose  a random K point centroids 

3. Assign each data point to closest centroid of the k points 

4. Compute and replace the new centroids of each data points 

5. Reassign each data point to new cluster 

6. Stop when the centroids stop changing or number of iteration reached 

Figure 1: Kmeans Algorithm 

 

METHODOLOGY 

The dataset used for this research was collected from UBA, 

Katsina. It has 200 records with five attributes including the 

class attribute. A sample of the data set and the attributes is as 

shown in Table 1. Before the application of the clustering 

algorithm, an exploratory analysis was done to get a better 

insight into the dataset before segmentation. This research 

was implemented using software called R Studio.  It is a free 

complete machine learning software that contains all 

necessary tools for data analysis ranging from data pre-

processing to analysis.  Figure 3 showed how the dataset was 

read into the R studio environment. The application of the 

kmeans algorithm was executed using R studio programming 

language. The work flow methodology is as shown in Figure 

2. 

 
Figure 2: Methodology Diagram 

 

Table 1 shows the structure of the training data set supplied to K-Means algorithm for building the cluster model.  

 

Table 1: Dataset Structure 
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Figure 3: Read Dataset 

 

Exploratory Analysis 

Exploratory analysis was carried out to give better insight into 

the nature of the data before clustering. There are three 

identifiable customer segments namely; retail banking, 

corporate banking, Savings and Credit Co-operative Society 

(SACCO Banking) 

The relative densities of the various attributes in the data set 

are as shown in figure 4. The visualization of relationships 

between important attributes is as shown in Figure 5, Figure 

6 and Figure 7. 

 

 
Figure 4: Basic Market Segmentation 

 

The exploratory analysis revealed that there are three identifiable customer segments namely; retail banking, corporate 

banking, Savings and Credit Co-operative Society (SACCO Banking) 

 

 
Figure 5: Gender Analysis of the customer 

 

The exploratory analysis revealed that the 56% of the loan seekers are female while about 44% are male. 
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Figure 6: Density of annual income of the customer 

 

The visualization of the relationship between the annual income reveals that majority of the higher income are within the 

amount of 60-80 thousands. 

 

 
Figure 7: Loan approval analysis of the customer 

 

The exploratory analysis revealed that majority of the loans applied for were approved only small number was not approved. 

 

Elbow Method for Optimal K ValueThe basic step for any 

unsupervised algorithm is to determine the optimal number of 

clusters into which the data may be clustered. The elbow 

method is one of the most popular methods applied to 

determine this optimal k value. The elbow method runs 

kmeans clustering algorithm on dataset for a range of values 

for k and computes an average scores for all clusters for each 

k value. The elbow method involves varying the number of 

cluster k from 1 to 10, for each value of k WCSS (Within 

Cluster Sum of Square) is calculated. The WCSS is the sum 

of squared distance between each point and the centroid in a 

cluster. When WCSS is plotted against the k values the plot 

looks like an elbow as shown in Figure 8. As number of 

clusters increases, the WCSS value will start to decrease. 

WCSS is largest when k = 1, when looked at the graph in 

Figure 8, it is observed that the graph rapidly changed at a 

point and thus creating an elbow shape. From this point the 

graph starts to move parallel to the x-axis. The k value 

corresponding to this point is the optimal k value or optimal 

number of clusters (Tajunisha, 2010; Rousseeuw, 1984) 

 

Figure 8: Optimal Number of K Values using Elbow method 
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Data Clustering and Evaluation 

The application of Kmeans algorithm was carried out in R 

studio platform using optimal k value of k = 6 which was 

obtained using the elbow function. The effectiveness of the 

clustering was evaluated using cluster plots and cluster 

centers as evaluation metrics. The main goal of clustering is 

to attain high intra cluster similarity (data within a cluster are 

similar) and low inter cluster similarity (data from different 

clusters are dissimilar). This is an internal criterion for 

measuring the quality of clustering. Once clustering has been 

performed, to measure the effectiveness of the clusters 

produced can be achieved through some metrics. Ideal 

clustering is characterized by minimal intra cluster and 

maximal inter cluster distance. In this work the two metrics 

employed to measure the effectiveness of clustering are 

cluster plots and cluster centers. The cluster plots and cluster 

centers are used to measure the separation distance between 

clusters. It displays a measure of how close each point in a 

cluster is to points in the neighbouring clusters.  Table 2 

shows the characteristics of customer segments created using 

the Rstudio and Figure 9 is the pictorial representation of the 

segments created. 

 

Table 2:  Characteristics of the Customer Segments Created 

Cluster 

Number 

       Age Annual Income 

(Thousands) 

Spending Score..1.100 Cluster Sizes Within cluster 

sum of squares by 

cluster: 

1 56.15556                  53.37778                49.08889 45 8062.133   

2 44.14286                  25.14286                19.52381 21 7732.381 

3 41.68571                  88.22857                17.28571 35 16690.857 

4 32.69231                  86.53846                82.12821 39 13972.359   

5 27.00000                  56.65789                49.13158 38 7742.895   

6 25.27273                  25.72727                79.36364 22 4099.818 

 

Table 2 shows the characteristics of customer segments 

created , it shows for instance that the customers in segment 

one are those within the age of  56 with  annual income of 53 

thousand, the cluster size is 45 and within the cluster sum of 

square is 8062133 which shows the clusters re well separated 

 
Figure 9: Pictorial Representation of customer segmentation 

 

Figure 9: is the pictorial representation of the customer segments created using the K-means algorithm. The diagram shows 

that customers in segment three and four has almost the same characteristics and can be handled together. 

 

CONCLUSION 

The results of various analyses on the dataset showed that 

proper segmentation of customers is fundamental for the 

development of a successful business.  K-Means clustering is 

an efficient machine learning algorithm to solve data 

clustering problems but required k value to be picked at 

random, picking optimal k value is usually a problem and this 

usually affects the performance of Kmeans algorithm. This 

work applied elbow technique to obtain optimal k value that 

was used on the dataset for optimal result. The application of 

Kmeans algorithm was carried out in R studio platform using 

optimal k value of k = 6 which was obtained using the elbow 

function. The effectiveness of the clustering was evaluated 

using cluster plots and cluster centers as evaluation metrics. 

The main goal of clustering is to attain high intra cluster 

similarity (data within a cluster are similar) and low inter 

cluster similarity (data from different clusters are dissimilar). 

This is an internal criterion for measuring the quality of 

clustering. Once clustering has been performed, to measure 

the effectiveness of the clusters produced can be achieved 

through some metrics. Ideal clustering is characterized by 

minimal intra cluster and maximal inter cluster distance. In 

this work the two other metrics employed to measure the 

effectiveness of clustering are cluster plots and cluster 

centers. The cluster plots and cluster centers are used to 

measure the separation distance between clusters. It displays 
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a measure of how close each point in a cluster is to points in 

the neighbouring clusters. The clustering results obtained 

showed high intra cluster similarity (data within a cluster are 

similar) and low inter cluster similarity (data from different 

clusters are dissimilar). 
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