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ABSTRACT 

Plagiarism of material from the Internet is nothing new to academia and it is particularly rampant. This 

challenge can range from borrowing a particularly apt phrase without attribution, to paraphrasing 

someone else’s original idea without citation, to wholesale contract cheating. Plagiarized content can 

infringe on copyright laws and could incur hefty fines on publishers and authors. Unintentional 

plagiarism mostly occurs due to inaccurate citation. Most plagiarism checkers ignore this fact. 

Moreover, plagiarizers are increasingly becoming negatively “smarter”. All these necessitate a 

plagiarism detector that would efficiently handle the challenges. Several plagiarism detectors have been 

developed but each with its own peculiar limitations. This paper aims at developing an AI-driven 

plagiarism detector that can crawl the web to index articles and documents, generate similarity score 

between two local documents, train users on how to properly format in-text citations, identify source 

code plagiarism and use natural language processing and forensic linguistics to properly analyse 

plagiarism index.  

 

Keywords: Academia, Forensic linguistics, Natural language processing, Plagiarism, Plagiarism 

checker,  

 

 

 

INTRODUCTION  
 

Plagiarism has existed ever since the dawn of human 

creativity. The Centre for Academic Integrity disclosed that 

as at two decades ago, about 1 in every 10 students admitted 

to having been engaged in some form of plagiarism. By the 

early 2000s, the number had risen to 4 in 10 (ICAI, 2021). A 

survey conducted by Rutgers University professor Donald 

McCabe over the course of three years (2002-2005) reported 

that 38% of students admitted to “paraphrasing/copying few 

sentences from written source without footnoting it (McCabe, 

2005). This alarming increase can be attributed to the ever-

easier access to technology. Internet access is making 

plagiarism easier, hence educational institutions today need 

to educate students and teachers on the various kinds of 

plagiarism and how they can be avoided.  

 

The word plagiarism first came into use in the early 17th 

Century and has its root in the Latin term plagiarius, meaning 

kidnapper or plunderer, which in itself is rooted in the Greek 

word plagion, for oblique or non-direct (Ison, 2017). 

Plagiarism is the use or close imitation of the language and 

thoughts of another author and the representation of them as 

one’s own original work (RHIG, 2021). In academia, this can 

range from borrowing without attribution a particularly apt 

phrase, to paraphrasing someone else’s original idea without 

citation, to wholesale contract cheating (Pennycook, 1996). 

When you take the writings of another person and pass them 

off as yours, you are plagiarizing. This is closely attributable 

to forgery and piracy (Britannica, 2021). Plagiarism has 

always been a major problem in our society, especially now 

that people can simply “copy and paste” from the Internet. 

Easy access to information has made stealing information, 

research and solutions from other authors much easier. This 

is not just unethical, but it could affect the integrity and/or 

profits of the original author(s) and the source article. 

 

According to Szuchman (2010), students are often surprised 

to learn of the variety of behaviours that constitute 

plagiarism. However, whether intentional or not, the 

penalties can be severe. With plagiarism, as with criminal 

law, ignorance is no excuse. Unintentional plagiarism occurs 

when a student or researcher does not do enough research into 

the topic to see if his ideas already exist in published articles. 

It can also be as a result of forgetting to cite their sources, or 

misquotes their sources, or unintentionally paraphrases a 

source by using similar words, groups of words, and/or 

sentence structure without attribution (DeLong, 2012). 

 

To mitigating plagiarism, several plagiarism checkers have 

been developed over the years (PlagAware, 2021; 

Checkforplagiarism, 2021; KIT, 2021; Turnitin, 2021; 

Blackboard, 2021); each with its peculiar limitations. 

Moreover, plagiarizers are becoming negatively “smarter” 

and can outsmart these systems. Rearranging and 

paraphrasing content could successfully trick some of these 

plagiarism checkers. In addition, there are numerous free 

online paraphrasing tools powered by Artificial Intelligence 

(AI), that are able to evade many plagiarism detectors. These 

tools modify “stolen contents” to such a degree as to evade 

even the most advanced copy content scanning software 

(Kumar, 2021). 

 

An AI-enhanced plagiarism checkers can therefore be a 

viable solution to this plagiarism menace. The contributions 

of this paper is thus to develop such a plagiarism checker that 
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employs AI technologies, specifically forensic linguistics and 

Natural Language Processing (NLP), to detect plagiarism. 

NLP is a form of computational linguistics which uses 

methods borrowed from computer science, artificial 

intelligence, linguistics and data science, to enable computers 

understand, interpret and manipulate human language 

(Dataman, 2021). By leveraging on these technologies, our 

proposed plagiarism does not just compare texts at face value 

but is able to understand the textual content to a certain 

degree and decide if an idea was plagiarized or not. 

 

The rest of this paper is organized as follows: section 2 

reviews a number of existing plagiarism checkers, while the 

various methods of detecting plagiarism are discussed in 

section 3. Our methodology and system designs are presented 

in section 4, while system implementation and experimental 

results are detailed in section 5. Section 6 concludes the 

paper. 

 

 

REVIEW OF RELATED LITERATURE  
There have been several attempts at creating plagiarism 

checkers, some of which are reviewed in this section.  

 

In Vani and Gupta (2016), the authors argued that intelligent 

techniques for detection of high obfuscations are still in their 

infancy and most of the available online, standalone and web-

based tools are unable to detect complex manipulations. 

Foltynek et al. (2020) evaluated the performance of 15 

plagiarism checkers from both the coverage and usability 

perspectives. Texts from 8 different languages including 

Czech, English, German, Italian, Latvian, Slovak, Spanish, 

and Turkish; with Wikipedia, online publications and 

academic theses being the primary sources. It was concluded 

that better results were obtained for major languages than 

minor ones, the source of the document significantly 

influenced the performance of these checkers, and plagiarism 

from single sources were more difficult to detect than those 

from multiple sources. Pertile et al. (2016) analysed 

plagiarism checkers based on their ability to detect content 

(including paraphrasing), citations and structural similarities. 

In a study on factors causing plagiarism in student papers, 

Sulaiman (2018) identified lack of understanding of how to 

cite and write references, limited access to referrals and 

student attitudes as the primary causes. Oladeji et al. (2020) 

proposed a plagiarism checker for academic theses from 

Nigerian universities. The proposed model crawls a network 

of local institutional repositories (IRs) to check for pre-

existing theses or dissertations. A fundamental requirement 

to their proposed model, is a well-established network of 

constantly updated IRs; without there would be no “source” 

content against which a plagiarised text is checked. 

 

3. REVIEW OF EXISTING PLAGIARISM CHECKER  

There are numerous plagiarism checkers available 

commercially. Some of which are available include: 

PlagAware (PlagAware, 2021), CheckForPlagiarism.net 

(Checkforplagiarism, 2021), JPlag (KIT, 2021), Turnitin 

(Turnitin, 2021), SafeAssign (SafeAssign, 2021).  

 

PlagAware is a search engine tool which operates in two 

modes. In the first mode - plagiarism assessment, it assumes 

that a published document is a potential plagiarism of a 

resource on the web, the document is then analysed to detect 

the extent of plagiarism content therein. In the second mode 

- text monitoring, an active monitor is placed on a given 

resource, document or web page. This monitor assumes the 

article to be an original and actively scans all places and new 

documents for plagiarisms. A real time update is given to the 

author when a plagiarism of document is found (PlagAware, 

2021).  

 

CheckForPlagiarism.net makes use of document source 

comparison methods such as finger- printing. A numeric 

value (fingerprint) is assigned to each document after being 

processed, such that documents with similar contents have 

their numerical values close to each other. This makes it easy 

to find similar documents among billions of files. Plagiarism 

check is simply a matter of selecting the documents with 

values close to the submission rather than an in-depth 

analysis on suspected documents. JPlag is used for source 

code comparison. It can detect similarities between multiple 

source code files. To ensure it detects software plagiarism, it 

does not merely follow document comparison principles 

because a plagiarism of a source code may not have similar 

textual content, JPlag is aware of how programs compile and 

keeps a record of programming language syntax. This means 

it would still be able to detect plagiarism even after common 

attempts to disguise similarities, such as renaming variables 

or function names. JPlag currently supports Java, C, C and 

C++. It can also process natural language text. Turnitin is an 

Internet-based plagiarism detection service. Documents to be 

checked for plagiarism are uploaded to remote servers from 

where the system creates fingerprints of the documents and 

stores them. Turnitin creates originality report by scanning a 

submitted document against contents in its database. Turnitin 

has a robust database, which includes over 45 billion web 

pages, 130 million journal articles and 150 million student 

papers. This large database size makes Turnitin able to detect 

a wide variety of plagiarized document content. SafeAssign, 

like Turnitin is also a web-based plagiarism service, which 

searches the Internet and several third-party databases. It is 

also capable of scanning and indexing zipped and password 

protected documents. Each document has their fingerprint 

stored in different databases, a different database is created 

for all institutions, therefore submissions are never compared 

with documents from another institutions. This unique 

feature help prevent privacy policies violations and copyright 

laws.  

 

 

4. CATEGORIES OF PLAGIARISM DETECTORS  

 

Plagiarism detection can be grouped into three main 

categories: document source comparison, manual search of 

characteristic phrases, and stylometry.  

• Document source comparison: Here a document is 

compared against a set of documents to see exactly how 

similar that document is to any of the documents in the 

corpus. To compare these documents, moderately sized string 

or fingerprints are compared with an already processed index 

table to detect similarities between documents. The 

fingerprint generation (Hoad and Zobel, 2003; Rezaeian and 

Novikova, 2017; Shivakumar and Garcia-Molina, 1999) 

process of a document and its comparison with another 

document is shown in Figure 1. It works as follows: each 

document is divided into a set of continuous pieces of tokens; 

a Hash function is performed on the pieces and fingerprints 

are created; some fingerprints are selected based on the 

selection strategy; the fingerprints of two documents are 

compared with each other such that if two documents have 

the same fingerprints at least within the threshold, the system 
considers them as identical.  
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It is important to note that the specifics of the fingerprint of a 

document are not constant. Different researchers and 

organizations use different (modified) mechanisms for 

creating fingerprints in order to improve similarities 

detection processes. In essence there are no definitive 

mechanisms that can optimally always detect similarities in 

all documents.  

 

• Manually searching of characteristic phrases: This process 

considers characteristic phrases within a document, i.e., 

phrases or words that are uncommon and unique to that 

document (characteristics of the document). The phrases are 

then fed into a search engine such as Google. The resulting 

articles generated are analysed against the source document 

to analyse the degree of plagiarism. This approach is clearly 

labour intensive as it would involve making several searches 

on each document; hence it makes sense to automate the 

process. SNITCH was developed to automate this process. A 

mixture of word lengths, word frequencies and phrase length 

are used to compute these characteristic phrases (Niezgoda 

and Way, 2006). 

 

• Stylometry: Intrinsic plagiarism detection is when an author 

plagiarizes their past work without proper references. 

Stylometry is statistical analysis of literary style. It involves 

doing a style analysis of a document or performing style 

comparisons of documents written by the same author. It is 

based on a theory that each person has a unique style of 

writing hence, able to easily detect when an author recycles 

any of his ideas from previous articles. If a document has a 

lot of similar substrings with another, it is marked as a 

plagiarism. In academic environments there are usually large 

amounts of documents to be analysed, thus this method of 

detection might not be feasible but could be used as a 

secondary layer of detection (Meyer zu Eissen and Stein, 

2006). 

 

 

 

 
Figure 1: Document source comparison in plagiarism detection (Rezaeian and Novikova, 2017) 

 

PLAGIARISM TECHNIQUES  

Most of the tools and services described above are very 

excellent in detecting verbatim plagiarism. However, word-

based fingerprinting, which most of these tools are based on, 

fails when the plagiarism or similarities in the documents are 

not word based. Paraphrasing could also be done in such a 

way that 2 sentences mean the exact same thing but do not 

have any words in common.  

 

Although there are no existing plagiarism detection systems 

using semantic similarities or a concept-oriented search as 

opposed to word-based indexing, more sophisticated 

methods of detection are already in use in much smaller 

scales e.g., checking if a question asked is similar to any 

question already available in a list of FAQs. In these cases, it 

is possible to compare certain texts with other texts to detect 

semantic similarities. However, this is not feasible when a 

submission is to be compared to billions of documents. When 

dealing with a large document corpus, documents need to be 

assigned a value such that similar documents have closer 

values, this allows picking out similar document from a large 

corpus without per-document based comparison. Recent 

research in this direction suggests that the best approach to 

checking if a similarity exists is to determine semantic 

equivalence, analyse a document and assign it a value such 

that any two documents that are semantically similar will 

have their values close to each other. “To actually prove that 

two pieces of text are semantically equivalent one would 

require a complete understanding of natural language, 

something still quite elusive. However, a compromise can be 

considered: rather than allowing a full natural language we 

restrict our attention to a simplified grammar and to a 

particular domain for which an ontology (semantic network) 

is developed. Clearly, sufficiently restricting syntactic 

possibilities and terms to be used will allow one to actually 

prove the equivalence of pieces of text.” (Heinrich and 

Maurer, 2000). 
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Table 1: Word-frequency in text and complete vocabulary 

COMPLETE VOCABULARY PHRASE A PHRASE B 

The The: 2 The: 1 

Boy Boy: 1  

Annie  Annie: 1 

Owns Owns: 1  

Likes  Likes: 1 

To  To: 1 

Red Red: 1  

Drive  Drive: 1 

Car Car: 1  

Truck  Truck: 1 

 

A vector space model is a very common approach to 

detecting similarities in documents. These models determine 

how close/similar two texts are by converting them into 

vectors and calculating the distance (or cosine similarity) 

between them. Cosine similarity is calculated as the cosine of 

the angle between 2 vectors. As an example: given two 

phrases; Phrase A: “The girl owns the green car” and Phrase 

B: “John likes to drive the truck”. Each phrase can be 

represented in a word-frequency table shown on Table 1.  

 

To represent phrase A and phrase B as vectors that are based 

on the complete vocabulary defined above, then: Phrase A = 

2,1,0,1,0,0,1,0,1,0, Phrase B = 1,0,1,0,1,1,0,1,0,1 These 

vectors are compared with the vector of a new document to 

detect similarities. For example, if we have a Phrase C given 

as: “The green truck”, the vector representation, based on the 

same vocabulary is given as: Phrase C = 1,0,0,0,0,0,1,0,0,1. 

 

The cosine similarity of any 2 documents A and B can be 

calculated by substituting their vectors into this equation:  
𝑉(𝐴) •  𝑉(𝐵)

|𝑉(𝐴)||𝑉(𝐵)|
  

 

where V(X)is the vector representation of text X.  

 

With this equation the similarity between Phrase A and 

Phrase C can be calculated using their respective vectors. 

After calculations, Phrase A and Phrase C give a similarity 

measure of 0.61, while the similarity between Phrase B and 

Phrase C is 0.47. Phrases A and C have a relatively high 

similarity score, therefore, Phrase C can be said to be a 

plagiarism of Phrase A.  

 

Stop words are words that are repeated so often and occur in 

most documents. They include words such as ‘a’, ‘be’, ‘the’, 

‘of’, ‘is’ ... etc. The words are usually removed before 

creating the vectors to give more accurate results. 

Furthermore, words within sentences are weighted using tf-

idf (term frequency–inverse document frequency) weights. 

This ensures that rare words have a higher weight, because of 

their uniqueness, a repetition is almost likely plagiarism. 

Moreover, vectors for large texts would take a lot of space. 

To minimize this, the complete vocabulary can be limited to 

words that are relevant to the subject in question. There are 

services available that analyse the conceptual content of a 

document, such as Latent Semantic Analysis (LSA) and 

Normalized Word Vectors (NWV) (Dreher and Williams, 

2006).  

 

Comparing all these software shows that there is no “perfect” 

plagiarism detector yet. Since they all use different 

approaches which have their different advantages and 

disadvantages. For example, the fingerprint approach used by 

CheckForPlagiarism.net will perform well when checking if 

a document plagiarizes another but will perform poorly if a 

plagiarizer copies chunks of content from several different 

documents. Similarly, the similarity index used by Turnitin is 

useful when showing what portions of the document was 

plagiarized but might not perform well after an online 

paraphrasing tool has scrambled the text (Ali et al., 2011). 

JPlag can handle some programming languages but not all 

and cannot handle textual plagiarism. There are 

recommendations that teachers should educate students about 

plagiarism and its impact, copyright, citation and ownership. 

However, most of these tools do not provide such information 

on them; hence, there is a need to identify and correct 

accidental plagiarism. Current plagiarism detection tools 

have a few common shortcomings, including:  

 If Plagiarist makes an active attempt to beat the 

plagiarism detector by using synonymizing or 

paraphrasing tool, the syntactic version of the 

output, will be different, even though the content 

means the same thing.  

 If the content that was plagiarized is not online or 

available in any of the databases that the plagiarism 

checker has access to.  

 When plagiarism crosses language boundaries.  

Cross-language plagiarism will continue to be a 

challenge in the immediate future, but it is not the 

focus of this paper. Offline or unavailable 
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documents are becoming less of a challenge with 

organizations such as Google plan to scan most of 

the texts in many standard libraries. Furthermore, 

the fact that most articles and books being 

published in recent times are also made available 

in soft or digital format. Web crawlers would be 

able to obtain and index them. Finally, regarding 

paraphrasing, a good implementation of natural 

language processing will enable semantic analysis 

of sentences to determine similar rather than 

relying on only words.  

 

These comparisons show that though these tools are very 

good in detecting matching text between documents, even 

advanced plagiarism detectors cannot detect plagiarism as 

good as humans do. They have several drawbacks that would 

not fool a trained human eye. The human brain is the ideal 

plagiarism detection tool, for both textual and source code 

detection, subconsciously using statistics and semantics to 

accurately assess document plagiarism.  

ANALYSIS AND METHODOLOGY  

 

In this section, the methodology used in developing our AI-

enhanced plagiarism checker is discussed. Our system 

accepts a document or a group of documents as input and 

generates a plagiarism report as well as improvement 

suggestions. The system is capable of handling large 

document corpus, textual plagiarism and source code 

plagiarism with a high degree of efficiency.  

 

The problem of plagiarism has been tackled using software 

in the past. However, these solutions have become less 

effective with swift evolution of technology. There is a need 

to take another look at the plagiarism problem through 

modern lenses. A new system for checking plagiarism has to 

be developed to tackle new plagiarism problems that are 

emerging due to technological advances.  

 

a. System Flow  

A high level information flow amongst entities in the proposed system is shown in Figure 2.  

 

 

 
Figure 2: System flow for the proposed system  

 

This is the flow to generate a report from the submission. The 

system is meant to take in a submission as a document, pass 

it to the pre-processor which extracts useful information from 

the document and converts it to the data structure that will be 

used internally. It is then analyzed using a Natural Language 

Processor (NLP) model against documents already stored in 

the database. The result is subsequently cleaned up in the 

post-processor and an output in form of a comprehensive 

report is generated. The individual component of the system 

are described as follows:  

 The document entity represents any text, 

submission, article, paper or project that is either 

already stored in the Document Corpus (Document 

DB) or is being passed in to be analysed against 

documents already stored. Any document input to 

be analysed will also be stored afterwards, and used 

to analyse other future documents.  

 Report is the output from any plagiarism detection 

process. After the system has analysed a submitted 

document, identified similar documents, compared 

with the submission and identified areas of 

Submission

Post ProcessorDocument Analysis

NLP Model

Semantic Preprocessor

Indexed Database 

Final Report
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plagiarism, taking into account references and 

quotes. All this information is gathered and 

presented in an explanatory fashion on a report to 

be returned to the user.  

 Semantic Pre-processor cleans up the document 

and ensures it is ready to be acted on. All stop 

words are removed, words are stemmed and 

mapped to a root word. This ensures better 

matching during search, and removes lots of 

unnecessary information that would have been 

stored otherwise.  

 Inverted Index DB is a Map that has Documents as 

values, not keys. What this means is documents are 

not perused through, because that would take too 

much time. Instead we calculate some other 

information, the document fingerprint, that would 

be easy to locate or collect, after searching for 

close/similar fingerprints. the Inverted Index can 

return the associated document(s).  

 NLP model would be generated for semantic 

fingerprinting, such that documents which are 

conceptually or semantically similar would have 

values close to each other. This information is 

stored in the inverted index. A new document to be 

assessed will pass through this model, and the 

result will be searched through the database for 

close or similar matches.  

 Language Parser is used for source code 

plagiarism. The application must be able to 

understand how languages work, for every 

language to be supported there must be a parser that 

can parse the source code to a form that can be 

analysed for similarities and plagiarism.  

 Post-processor This is where all the information 

gathered by the previous steps is accu- mulated and 

built into a comprehensive report for the user.  

 

Design Architecture  

The system follows a Model-View-Controller (MVC) 

architecture. MVC is a design pattern used for developing 

interfaces. It divides the program logic into three 

interconnected elements – 

 

 

 
Figure 3: Illustration of MVC Architecture (Marcos, 2019) 

 

Model, View and Controller – to separate internal representations of information from the ways information is presented to 

and accepted from the user.  

 

The Model is the data that is processed and/or stored by the system. In our system the Model is the inverted index database 

which holds information of all analysed documents. The View is often times the user interface and provides a means of 

displaying data in an application. In our system, the View is a front-end web interface used by both lecturers and students. The 

Controller is the process that handles the inputs, processing and outputs. In our system, the application back-end developed in 

Python serves this purpose. It handles input received from the users (and information from the Model) to generate output for 

the View (and update the Model). Figure 3 shows an illustration of the MVC architecture.  

 

 

System Workflow  

Figures 4 and 5 show the student and instructor workflows respectively.  

 

 

 
Figure 4: Student Workflow  
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The report generated by the system includes:  

 

 

 
Figure 5: Instructor/Lecturer Workflow  

 

 Plagiarism index: A score denoting how much of the document is a plagiarism.  

 Colour Coded Suspected areas: Colours Ranging from light blue to Red. Denoting the degree to which the 

highlighted area is a plagiarism.  

 Helpful tips on how to prevent plagiarism. Example explanations on how to properly reference an article (students 

only).  

 Hyperlinks links to the plagiarized documents in each section (instructors only)  

 

 

IMPLEMENTATION  

 

a. Tools  

The system was implemented based on the system flow in 

Figure 2. As discussed, there are several components, a pre-

process that cleans up the document, a post-process that 

packages the result to an easily understandable form for the 

user, however, the major distinguishing functionality of this 

system is the NLP Model. This component is responsible for 

the generation of word vectors based on trained knowledge 

about how words are related to each other. These word 

vectors are then subsequently used to compare 2 documents 

to get their contextual similarity. The application was written 

as a web-based solution in Python 3 (Python, 2021) using 

PyCharm running on Anaconda. The model was also 

implemented in Python 3 using Spacy, an open source library 

used for advanced NLP, Pandas and NumPy. The 

development and testing of the application and model were 

performed on a system configured with Intel Core i7-

7820HK CPU @ 4.2GHz, NVIDIA GeForce GTX 1070 

GPU, 16GB of RAM and Windows 10 operating system.The 

testing application was written in Angular 7, HTML and CSS 

and implemented on JetBrains WebStorm 2019.1.4. This web 

page connects to a Python 3 backend application, hosted and 

deployed using Flask web framework. PyCharm for 

Anaconda provides useful debugging and data visualization 

tools, which were useful in testing our AI model. Finally the 

A Corpus of Plagiarized Short Answers (ACOPSA) created 

by Paul Clough and Mark Stevenson was used as dataset 

(Clough and Stevenson, 2011).  

 

b.  Data Analysis  

Unlike in the case of a classification problem, a classifier has 

an inherently correct value that it can compare its generated 

value to. In such case, useful values such as accuracy, 

precision and recall can be calculated, but in this case, it 

would be impossible to calculate the “Accuracy” of a model, 

because the constituent of ”right” or ”wrong” are qualitative 

rather than quantitative.  

 

A Corpus of Plagiarized Short Answers (ACOPSA) contains 

100 documents, 95 answers provided by the 19 participants 

to 5 questions, and 5 documents that mark a source that may 

be plagiarized to a certain degree. The documents are labelled 

or categorized into 1 of 4 groups:  

 Non: Participants here were providing with 

learning materials or textbooks and instructed to 

give a solution from any other sources, but not 

Wikipedia. (The original Texts where obtained 

from Wikipedia).  

 Light: Participants were ask to base their answers 

in some way off the Wikipedia article, this means 

that they were allowed to manipulate the article by 

replacing texts or meaning.  

 Heavy: Participants were once again asked to base 

their answers on the Wikipedia article, but could 

strictly only change their answers by rephrasing 

and keeping the same meaning, or merging 2 

sentences in the original to one sentence in the 

answer or splitting a sentence in the original to 

multiple in the answer.  

 Cut: Here participants were instructed to copy and 

paste parts of the article to create their solution, 

although there was no specification on what parts 

to copy or how they were mixed in the final result.  

 

Table 2 shows a snippet of the ACOPSA dataset. The dataset 

contains 100 documents and one CSV file with information 

about the documents, the Name, Group Number, the Person 

who wrote the Paper and so on. The category shows which 

group the paper falls under, this will give us an idea of the 

expected output from a good plagiarism checker.
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Table 2: Snippet of Input Dataset for ACOPSA 

 
 

Extracting Useful Information  

The only information relevant to this model, would be the file name FILE, and the question number TASK, i.e. the document 

to be compared against. All questions numbered ‘a’ will be compared against the first Wikipedia article, b with the second and 

so on. A snippet of this is shown in Table 3.  

 

Table 3: Snippet of dataset after feature selection 
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OBTAINED RESULTS  

After passing the test data through our model , each document was assigned a similarity score, which depicts how much the 

document is a plagiarism of the original content. The Similarity index of a document is the percentage of text in that document 

that was found to exist in other documents. This is no automatic indicator of plagiarism as the similar texts could have been 

quoted or properly cited. However, a very high similarity index is usually a sign of plagiarism in the document. Similarity 

between 2 documents is calculated as the similarity index. This does not tell us anything further than “Document A and B have 

X% of words in common”. Similarity index is what existing plagiarism checkers generate, it is then down to the instructors to 

decide whether the author cited his sources properly, and if the sources referenced can legally be used. Using AI, this decision 

could be made by the computer which after analysing the texts, the citations and references, generates a “plagiarism index”. 

This is a score denoting how much content in the document is plagiarized. Most plagiarism detectors are yet to implement 

NLP technologies, with only a few scratching the surface. This is the distinguishing factor of our system.  

 

Table 4: Snippet of obtained result from our model 

 
 

This similarity score was then mapped to the Category the 

data came from. For instance, in Table 4, the document at 

index 22 had a plagiarism score of 7.37%, hence had no direct 

plagiarism from the original content, while indexed 13, was 

heavily plagiarism with a score of 47.39%, index 11 and 12 

were direct cut with scores of 77.18% and 80.92% 

respectively.  

 

In terms of evaluating the performance of the model, a 

method of converting the categories (heavy, light, etc.) was 

adapted to numerical values. These values would be spread 

over the possible result space ranging from 0-100%. Hence, 

Non would be assigned a value of 0, Light would be assigned 

33% or 0.33, Heavy would be assigned 66% or 0.66, and Cut 

would be assigned 100% or 1. These values allow us to 

properly conceptualize our data, to see just how high or low 

the values should be for any given category. This means that 

in this case, a document labelled ‘Heavy’ with a value of 0.6 

is probably bad, but just how bad? 

 

To answer this, the model was considered to be a form of 

classifier. Hence, calculating the extent is simply a matter of 

getting the ration of all documents that were categorized 

correctly to all the documents in the corpus. The next 

question might then be, how do we determine if a document 

was correctly classified or not? It is important to note that 

these category values are arbitrary and were chosen to simply 

give a better view of how the values are distributed. The 

category value was then taken, and an arbitrary range around 

it was picked such that there is no collusion with other 

categories. A document is declared to be correctly classified 

if it falls within this arbitrary range. For example, one could 

say that all ‘heavy’ documents are correctly classified if the 

model returns any value between 0.5 and 0.7.  

 

Model Validation  

 

For better visualization, the results were colour coded, in a 

colour spectrum ranging from Blue to Red. Blue depicted low 

similarity values and Red implied high similarity index. This 
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is as shown on Table 5. Here, similar colours on both the 

category values and the plagiarism scores are expected.  

Since the category values and plagiarism scores are meant to 

have a similar distribution, their similarity was calculated and 

used that as a means of validating our model. To accomplish 

this, the category values (from the dataset) and the plagiarism 

scores were converted to a vector. Afterwards, the distance 

between the two vectors were calculated. The cosine 

similarity would give a more appropriate value for the 

perplexity of the model. By running our model on the chosen 

dataset, a score of 0.9237 or 92.37% was obtained.  

 

Table 5: Result snippet with colour intensity 

 
 

Low 

 

High 

 

 

 

 

 

 

CONCLUSION  

 

With plagiarism on the rise and available tools and 

technologies facilitating it, there is an urgent need for 

plagiarism detectors to evolve. Traditional word-based vector 

matching has several shortcomings that plagiarizers and 

paraphrasing tools can exploit. For example, though the 

phrases: “President greets the press in Chicago” and “Obama 

Speaks in Illinois”, have no words in common, they have very 

similar meaning. A plagiarizer who copies the first phrase off 

a source material and paraphrases to the phrase B would 

successfully outwit most plagiarism detectors of the day. In 

this work, we have developed a model, which incorporates 

artificial intelligence through natural language processing 

(NLP) to enhance plagiarism detection. As an example, using 

an NLP our model would be able to recognize the relationship 

between “Obama” and “President” as well as Chicago being 

a city in the state of Illinois. By establishing these 

relationships, the model can detect that the two sentences are 

contextually similar, despite not having any words in 

common.  

 

Clearly, as sentences become less semantically similar, 

though implying the same thing, their plagiarism similarity 

index drops. The proposed model was validated by 

measuring the vector distance between the output of our 
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model (i.e., the plagiarism score) and the category value in 

the chose dataset. Obtain result using cosine similarity 

showed an accuracy score of approximately 92.4%. Based on 

this accuracy score, one can clearly see the impact of NLP on 

plagiarism detection.  

 

Though this work has proposed and implemented a 

plagiarism checker powered by AI, there are some notable 

limitations, prominent among which was the small corpus 

size. Larger data sets would be required to test the scalability 

of the model and there are intentions to explore this in future 

works. Furthermore, cross lingual plagiarism check is also an 

avenue to explore in the future, as by infusing NLP, our 

model is prime for multi-lingual support. If the model is 

exposed to data in multiple languages, it should be able to 

understand the relationship between words across various 

languages.  
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