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ABSTRACT

Human Immunodeficiency Virus (HIV) is the pathogenic organism responsible for acquired immune deficiency
syndrome (AIDS) in the human body. The pathogen targets and destroys white blood cells, weakening the
body's defenses against infection. HIV is an infectious virus that primarily affects CD4+ T cells. As a result of
this infection, the number of these cells steadily decreases, which are essential for protecting the body against
foreign antigens, leading to AIDS over time. The main focus of this research is to determine the predictive
techniques for evaluating the clinical and demographic factors that affect immune function among individuals
living with HIV/AIDS. Clinical and demographic data were collected from the records department of Rasheed
Shakoni Teaching Hospital in Dutse, located in the Jigawa Central Senatorial Zone of Nigeria. Data were
extracted from HIV/AIDS patients’ case files who received antiretroviral treatment (ART) between January
2019 and January 2024. Four classification algorithms were used: Logistic Regression, Artificial Neural
Network, Naive Bayes, and Support Vector Machine. The models’ predictive performance was tested using
four metrics. A total of 274 HIV/AIDS patients were analyzed. Logistic regression had AUC 0.9342, accuracy
0.9348; SVM had AUC 0.9243, accuracy 0.9565; ANN had AUC 0.8980, accuracy 0.0870; Naive Bayes had
AUC 0.6818, accuracy 0.6957. Logistic regression outperformed all. The results enhance prediction reliability
and support better health planning, care, and HIV prevention.
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INTRODUCTION

The bacterium that leads to acquired immune deficiency
syndrome (AIDS) in the human body is referred to as Human
Immunodeficiency Virus, or HIV. The pathogen targets and
destroys white blood cells, which weakens the body's
defences against infection. HIV is an infectious virus that
primarily affects CD4+ T cells. As a result of this infection,
the number of these cells steadily decreases, disrupting the
organisms that protect the body against foreign antigens and
gradually leading to acquired immune deficiency syndrome
(AIDS). As the number of CD4+ cells in untreated individuals
continuously declines, the CD4+ cell count has emerged as an
essential metric for selecting therapies and evaluating the
efficacy of antiretroviral therapy (ART). (Février et al. 2011).
Blood is an essential component of the body's immune
system. White blood cells contribute to illness prevention.
The white blood cell type known as T cells is essential to the
body. Some T cells function as "supporting cells," ordering
the rest of the cells to perform their work. HIV targets and
kills dendritic cells, macrophages, and T cells, especially CD4
T cells. Three factors contribute to the reduced amounts of
CD4+ cells in HIV infection: direct viral destruction of
infected cells, infected cells having higher rates of apoptosis,
and CD8 lymphocytes with cytotoxic activity that identify
and destroy infected CD4+ T cells. When an individual’s
CD4+ cell count drops below a specific number, immunity
controlled by these cells declines, leaving the body more
vulnerable to infectious diseases. As too many cells are
eliminated, the immune system malfunctions, and the
afflicted individual is diagnosed with acquired immune
deficiency syndrome (AIDS) (Anubha 2014)

The CD4 cell count has emerged as a crucial metric for
selecting therapies and assessing the effectiveness of
antiretroviral therapy (ART). Furthermore, the total number

of CD4+ T cells is essential for evaluating the severity of the
health condition and determining the patient's prognosis. The
CD4 cell count is a type of test conducted in a laboratory to
measure the number of white blood cells in the human body.
The required range is between 500 and 1,400 calls per cubic
millimeter of blood. Physicians use this method to monitor the
depletion of CDA4 cells and assess the efficacy of antiretroviral
treatment (ART). According to the Center for Disease Control
and Prevention (CDC), one of the signs for the confirmation
of AIDS is when the CD4 cell count falls below 200, which
can lead to opportunistic infections and increased mortality.
Two-thirds (25.6 million) of the predicted 39.0 million HIV-
positive individuals at the end of 2022 reside within the
African WHO Region. In 2022, 1.3 million people were
recently infected with HIV, and 000 individuals lost their lives
to HIV-related illnesses. Although there are no permanent
approved treatments to cure HIV, the condition can be
effectively managed, allowing affected patients to live healthy
lives for an extended period due to early detection, therapy,
and care (WHO 2022).

HIV/AIDS has had a devastating impact on the world's
population, particularly in West Africa. Sadly, Nigeria, the
continent's most populous country, has only recently become
aware of these ramifications. Nigeria's first two AIDS cases
were discovered in 1985 and documented in Lagos in 1986,
involving a 13-year-old female sex worker from one of the
West African countries. Nigeria has a complex HIV epidemic
that varies greatly by region. In certain areas, high-risk
behaviors are the primary causes of the epidemic. Young
people are more susceptible to HIV, with young women being
at greater risk than young men.

Jigawa State has the lowest number of HIV cases in Nigeria,
with approximately 0.3% of its population affected. The state
currently has about 1,700 individuals affected by the disease
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who are receiving life-saving ART treatment at various
hospitals across the state (JISACA 2024).

The economic effects of AIDS are significant because it
removes individuals from society who are at the peak of their
careers and parenting lives. Growth and development suffer,
productivity declines, earnings decrease, and poverty rises.
According to World Bank estimates, AIDS is currently
costing 24 African countries between 0.5% and 1.2% of their
income annually. These factors deter investment,
exacerbating the problem and impacting both business and
government.

Machine learning models are used in various application
domains and have proven to be highly valuable, particularly
in data mining techniques where large amounts of data are
utilized to build models and identify patterns in order to make
better predictions.

The use of artificial intelligence approaches to clinical and
demographic data related to HIV/AIDS is an emerging
research area, where data is extracted and utilized to discover
various factors affecting immune function among individuals
living with HIV/AIDS, focusing on different baseline levels
of CD4+ cells, which indicate the disease's status in patients,
whether progressive or deteriorative, allowing for effective
control, treatment, and planning. Numerous recent studies
worldwide have focused on data mining and machine learning
techniques, particularly in the healthcare sector, to predict
factors contributing to low levels of CD4 cells among HIV
patients using various machine learning methods.

Yashik Singh and Maurice (2010) used a classification model
based on support vector machines to predict the extent of the
shift in CD4 cell counts using several factors. The input
variables included genotype, existing viral load level,
education, age, and the number of weeks on ART
medications. The model's accuracy was 83%. Based on
genotype, viral load, and time, this early-stage experiment
demonstrates that machine learning can accurately predict
changes in CD4 count.

Sameem et al. (2010) proposed the classification and
regression tree (CART) for predicting AIDS patient survival.
Weight is the main factor contributing to low levels of CD4
and CD8, and CART was utilized for prediction modeling in
medical datasets, which included demographic information.
One drawback of their work is the low prediction accuracy.
The model achieved an accuracy of 77%, which is not very
satisfactory for the HIV/AIDS survivability issue. They
suggested that incorporating WHO staging and other highly
predictive variables could enhance the model's performance
accuracy.

Muhammad et al. (2024) assessed the efficiency of six
machine learning technique in predicting financial risk in
microcredit industry, 5 performance metrics were used (i.e:
Precision, Accuracy, Recall, F1-Score and AUC) on credit
client’s data. The outcome shows that KNN and ANN has
outstanding performance in classification of credit applicant.
It advocates for the adoption of modern techniques in credit
scoring modelling, positioning K-nearest neighbour and
Artificial neural networks as a valuable tool in financial
institutions’ risk assessment processes.

Agbelusi et al. (2015) demonstrated an algorithm for
anticipating the survival of HIV/AIDS patients using the
Naive Bayes model by incorporating CD4 cell count as a
deterministic  variable. The following factors were
considered: viral load, nutrition, and occasional infections.
One limitation of the work is the large number of false
negatives. In other words, the model failed to recognize some
AIDS patients. Furthermore, only four variables were used,
which may lead to limited accuracy in the results.
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Ojunga et al. (2014) modeled the survival prospects of HIV-
positive patients receiving highly active antiretroviral therapy
(HAART) in Kenya's Nyakach District using logistic
regression. Four distinct metrics were used to assess classifier
performance: specificity, sensitivity, accuracy, and F1 score.
The study utilized two variables, namely social and economic
elements, influencing HIV patients' survival. In addition to
providing policymakers with information on the variables
affecting the survival of HIV-positive individuals on ARVS,
the study offers a reasonable model for predicting the
probability of survival among those attending the ART clinic
in Nyakachi District. This strength demonstrates that
considering socioeconomic factors can enhance the survival
of infected individuals under study.

Muhammad et al. (2025) developed a hybrid ExpAR-
FIGARCH-ANN to address the problem of volatility,
nonlinearity, and long memory in residuals concurrently.
Daily Nigeria All Share Stock Index Data (2001-2019),
exhibiting these characteristics was used to assess the forecast
performance of the new hybrid Exponential Autoregressive —
Fractional Integrated Generalized Autoregressive Conditional
Heteroscedasticity — Artificial Neural Network (ExpAR-
FIGARCH-ANN) model in comparison to the existing
Exponential ~ Autoregressive —  Fractional Integrated
Generalized Autoregressive Conditional Heteroscedasticity
(ExpAR-FIGARCH) and Artificial Neural Network (ANN)
models using error-based metrics, viz Mean Absolute
Percentage Error (MAPE), Mean Absolute Error (MAE) and
Mean Squared Error (MSE). The empirical findings show that
the hybrid ExpAR-FIGARCH-ANN model outperformed the
standalone ExpAR-FIGARCH and ANN models.

Oluyemi et al. (2016) employed a support vector machine and
a variety of variables, including age, CD4, viral load,
opportunistic illness, and nutrition. The research was able to
forecast changes in immune adjustment. The results of the
experiment show a 97.7% survivorship among pediatric
patients in southwestern Nigeria who had HIV/AIDS.
Bingxiang Li et al. (2022) used clinical data from HIV patient
records in Yunnan, China. Three algorithms SVM, RF, and
MLP were employed to build a model that predicts changes
in immune function. The model achieved an accuracy of
80.6%, with RF outperforming the other two models in
predicting patients with a CD4 cell count greater than 200.
Singh and Mars (2020) implemented a machine learning
model called support vector machine, using extracted facts to
predict changes in CD4 cell count for HIV/AIDS patients by
utilizing DNA sequencing, existing levels of viral load, and
the frequency of hospital follow-ups as prognostic factors.
The efficacy was evaluated using four metrics: sensitivity,
specificity, accuracy, and ROC. The model's forecasting
precision was 74.35%.

Umar et al. (2025) study the predictive performance of
traditional Probit regression and several machine learning
models in predicting Bronchopulmonary Dysplasia (BPD)
among preterm infants. The models were evaluated using
standard performance metrics, i.e: accuracy, precision,
specificity, sensitivity, F1-score, and the Area Under the
Receiver Operating Characteristic Curve (AUC-ROC).
Among all models, the Random Forest demonstrated superior
predictive performance with the highest accuracy, indicating
a strong discriminative ability. The findings suggest that
machine learning approaches, particularly the Random Forest
algorithm, provide a more robust predictive framework than
the conventional Probit regression model for early detection
of BPD risk in preterm infants.

Niedja Masristone et al. (2022) applied stepwise multiple
logistic regression and the chi-squared test to investigate the
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association between the HIV virus and age, gender, residence,
education, number of donations, and serological tests for the
hepatitis B virus surface antigen (HBsAg), hepatitis C
antivirus (anti-HCV), human T-lymphotropic virus types 1
and 2 (anti-HTLV 1 and 2), syphilis (VDRL), and the core
hepatitis B antigen (anti-HBc). Among the variables
investigated, HIV infection was found to be associated with
age, education level, residency, type of donation, and
serological status for VDRL and anti-HBc tests. The model's
accuracy in predicting HIV survival is 57.1%.

However, the majority of this research incorporates a few
factors, such as opportunistic infection, nutrition, sex, age,
and viral load, to predict changes in immune function.
Moreover, there is a need to include additional factors and
algorithms to compare and predict the best contributors to
changes in immune function among individuals living with
HIV/AIDS, as HIV is associated with the onset of numerous
other illnesses. These illnesses can occasionally be relatively
mild and intermittent, but in some cases, they may be severe
and chronic. Consequently, in this work, we expand our study
by incorporating additional factors, including age, weight,
frequency of hospital visits, marital status, TB category,
WHO clinical stages, HIV status, functional status, residency,
viral load, and education to predict changes in immune
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function among individuals living with HIVV/AIDS, using the
baseline level of CD4+ cell count for conditions either
progressing above 200 or deteriorating below 200.

MATERIALS AND METHODS

Ethics Approval

The research protocol used in the present study has been
reviewed by the ethics committee of Rasheed Shekoni
Teaching Hospital Dutse. Informed consent was obtained
from hospital management as well as head of record
department of the teaching hospital before taking the data
from patient’s case file.

Dataset and attribute

This study uses a dataset collected from Rasheed Shekoni
Teaching Hospital in Dutse, located in the Jigawa Central
Senatorial Zone, Nigeria. A total of 274 data points were
collected from patient case files in the records department of
the teaching hospital from 2019 to 2024.The distribution of
the respondents is as follows: 143 respondents, representing
52.2%, are male, while the remaining 131 respondents,
representing 47.8%, are female. The dataset contains
demographic and clinical information, comprising 13
variables described in the table below.

Table 1: Identification of Clinical and Demographic Factors that Affect Immune Function among HIV/AIDs Patients

S/IN  Variable name Description Type of variable

1 Age Numeric Input variable

2 Viral load Numeric Input variable

3 Sex Categorical (M= male, coded as 1 F= female coded as 0) Input variable

4 Education Categorical (0= non formal education 1= primary, 2=secondary,3= Input variable
tertiary,4= Islamic education,

5 Marital status = single coded as 0, M= married coded as 1 an D= divorce coded as2 Input variable

6 Weight Numeric Input variable

7 Residency Patients reside in his locality or staying outside his locality Binary (yes  Input variable
or no

8 Frequency of Num)ber Input variable

hospital follow ups
9 TB category
10 Functional status
11 WHO clinical stages
stage=2, stage=3
13 HIV status Positive=1, negative=0
14 CD4 cell count

Binary(extra pulmonary=1, pulmonary=0)
Patients level of disease Ambulatory=0, Bedridden=1, Working=2
Patients stages of disease as describe by WHO Stage=0, stage=1,

Coded as Binary (1=CD4>200, 0=CD4<200)

Input variable
Input variable
Input variable

Input variable
output variable

Data Processing

Some files may exist with missed or abnormal values, so we
performed data cleaning to delete them; files with missing
record of CD4 cell count were also deleted. In addition, we
also performed data transformation in some variables
including Gender, TB status, HIV status, WHO clinical
stages, functional status, residency and CD4 cell count were
also converted to dichotomous.

Training and Testing Dataset

Partitioning the data into training and testing sets is a common
machine learning technique. A popular method for better
model selection in classification prediction is K-fold cross-
validation. The whole dataset was divided into ten folds for
this study's stratified tenfold cross-validation method. The
model was trained using nine folds, and it was tested using the
final fold. With the testing fold, the process is carried out ten
times. Additionally, because the trained dataset was small and
the model's overall performance is the average of all ten folds,
cross-validation was a helpful technique for this investigation.

The dataset has been divided into units for testing and
training, which is an important aspect of data mining models.
Following processing and cleaning, 80% of the data were
utilized for training, and the remaining 20% was used for
testing. After testing the model on the training data, we
compared our training model to the test data, which had never
been seen before.

Exploratory Data Analysis
Three approach were used to explore the relationship between
CD4 cell count and other factors

Plot of Bar Chart and Histogram

Figures of the bar chart for categorical variables and the
histogram for continuous variables were displayed to
understand the patterns of the variables.

Chi-square test of independence

We used the chi-square test to assess the statistical
significance of categorical variables and their association with
immune function among individuals living with HIV/AIDS,
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specifically their relationship with CD4 in either a
deteriorative or progressive condition.
Z{L=1(°i_ei)z

€i

Where o; is the observed frequency.
Where e; is the expected frequency.

()

Independent samples t-test

We also applied an independent sample t-test to compare the
significance of the relationship between CD4 cells and other
continuous variables. The t-test statistic is given below

t=—L~tn, +n,+2 )
Spny Tnz
S — )2 _ 52

9= i B0 = 2 + 20 - 7) @®)

Where x= Z—X, and y = Ly
n n

Logistic Regression

Logistic regression is one of the most widely used machine
learning techniques for binary classification. The algorithm
performs well on a variety of problems. It is utilized when the
data is linearly classifiable and the output is binary or
dichotomous, but it can be adapted when the predicted
variable contains more than two categories.

Logistic regression enables the prediction of a discrete output,
such as group membership, from various variables that can be
binary, continuous, discrete, or a combination of these types.
However, the explained variable in logistic regression is
binary, such as yes/no, presence/absence, and success/failure.
The explained variable usually takes the value of one (1) with
the probability of success (progressive condition), or zero (0)
with the probability of failure (deteriorating condition).
Problems of this nature are called Bernoulli (binary)
variables.

Recall, in linear regression, the target variable is related to the
features via the linear relationship:

Y=ot BiXg + Baxzy t Baxz t, .., HBxt e (4)
Suppose p(y) is the probability that a patient’s health
condition is progressive (we could write p(y=1) but stick to
the shorter notation) or deteriorative p(y=0) to relate p(y) to
the features you might consider the following:

p(y) = at B1xg + BaXy + Baxz ..t BreXy (5)
Unfortunately, the specification can generate the values for
p(y) from -0 to c. We need a model that generates
probabilities in the 0 to 1 range. This is not guaranteed to be
the case if we use equation (1.2). Furthermore, linear
regression assumes the values of y are normally distributed.
In logistic regression, y takes the values 0 or 1, so this
assumption is clearly violated.

We need a more appropriate transformation. This can be
achieved using the logistic regression model:
loge(lfg?y)) =at By X+ By Xy + BaXzH, o+ Prky (6)

Log of odds ratio: In logistic regression, a function known as
logit is required to map the linear combination of factors that
could give any value between 0 and 1 or to link independent
variables.

In(odds) = 1n11%p = logit (P) 7

In logistic regression, we evaluate an unknown probability for
any given linear combination of explanatory variables.

We interpret ePi as the effect of the independent variables
or features on the odds ratio. For example, if we postulate the
logistic regression;

e&+B1x

PY) = <armrs

®)
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The logistic curve: The logistic curve or sigmoid function
captures the relationship between a binary target variable and
features. It is calculated as:
_ _exp(a+px)
p(y) - 1+exp(a+px) (9)
Because the relationship between p(y) and x is non-linear, the
parameter o and  do not have a straight forward
interpretation as they do in linear regression. The curve is
bounded by 0 and 1,
In logistic regression, the probability model is based on the
Bernoulli distribution, where;
f(x,p)=06, if yy=1 1-—0 if y; =0 Therefore,
_ 1y - — _exp(a+Bx)
p(Yi =1D=90 1+exp(a+px)’
The likelihood equation is given by:
L=TIL, p* A —p)'™
logg(yo, ..., yn) = log(mpi'(1 — p)'~)
= log{p;2¥i(1 — p)=* i}

eBo +B1x1

E(yi) = pi = T govgsy fOr dichotomous variables.

We therefore obtain log fpi = Bo + Bixq (11)

(10)

Support Vector Machines
Support Vector Machines are among the machine learning
techniques. It is used for a number of applications, such as
regression and classification, as well as outlier detection. This
method involves mapping input to a higher-dimensional
space. SVM created a hyperplane to partition the data into
classes for the classification task, the distance between
categorising edges was maximised, and the optimal
hyperplane was created. For example, {x;, y;}Y is the dataset
with N samples. The attribute of the vector was indicated by
x; € RP and y; is the class label for x;. To find out the optimal
hyperplane, the fundamental formula of support vector
machines was expressed as follows:

f(x) =w.x+b (12)
where w (weight) was the diagonal vector to the hyperplane,
which determines its orientation, x was denoted as the training
sample and b (bias) was the distance between the origin and
the hyperplane. The goal was to maximise the margin.
Furthermore, SVM built the two planes called H; and H, in
the manner described below:
H; >wTx; +b=+1 fory; = +1 (13)
Hi »wTx;+b=—-1 fory;= -1 (14)
The area for the negative class was w'x; + b < —1while that
of the positive class was wTx; + b > +1
The following explains how the SVM optimisation problem
was formulated:
Minimize > |w|2 (15)
Subjectto y;(w™.x; +b) = 1, V;=1,..,N (16)
After solving the problem above, the formula of w and b
became:

w= YL, auyix; (17)
b= N_sZies(Yi — Ymes AmYmXm) (18)
hence the following constituted the format of the SVM
decision equations:
f(x) = sign(w.x + b) (129)
Kernel function
In the non-linear transformation of the original input data into
a higher-dimensional space, the use of ‘kernel trick’ is
employed to cater for some problems. A kernel type used in
this work is radial basis function (RBF) A kernel function was
specifically the crucial element required to increase the
accuracy of the SVM approach. Additionally, by projecting
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the data into a higher-dimensional environment, it was

applied to intricate real-world applications. This is how the

kernel function is often written:

k(xi,%;) =< @(x)@(x;) >0 (20)

Where the Gausian Radial Basis Function Kernel is K(x; +
(xj+x )

x].) = e_( 202] )

The problem of SVM optimization became:

Minimize §|w|2 +cXN g (21)

Subject to y;(wT. @(x;)) +b) — 1 +¢& = 0,V;=1,..,N (22)

The following is the mathematical description of w and b

obtained by solving the aforementioned problem:

w* = 2N, ayip(x;) (23)

b* = NLSZies(Yi = Zmes “mYm®(Xm)) (24)
Additionally, below were the SVM decision equations:
f(x) = sign(w*. @(x;) + b*) (25)
Where ¢; an error that should be minimised and C is the cost,

which determines the trade-off between the minimisation of
error and the maximisation of the classification margin.

Naive Bayes

The foundation of the naive Bayes algorithm is the Bayes
probability theory, which postulates that every attribute of a
certain class in a dataset is independent. Accordingly, it is
assumed that each of them makes an equal contribution to the
classification task's result when applied to the dataset. This is
referred to as the strong (naive) assumptions of independence.
According to Pandey and Pal (2011), the Naive Bayes
algorithm is a descriptive and predictive method for
predicting a target tuple's class membership.

Naive Bayes is a straightforward stochastic classifier that
works by adding together a set of probabilities. Model is
particularly useful in medical science for patient diagnosis
because it is easy to build and doesn't involve intricate
iterative parameter estimates, It generally performs better than
more intricate categorization methods. The Naive Bayesian
classifier is extensively used despite its simplicity in terms of
performing very well. The posterior probability can be
computed using the Bayes theorem.

p(clx), from p(c), P(x) (26)

The following describes how the Naive Bayes Classifier
operates:

i. A training set of strings A and the class labels C1, C2, ....
Cm that correspond to them is provided. if X stands for each
of the characteristics in A that need to be categorized.

ii. (Ci) — class prior probabilities is the probability of each
class.

iii. Determine the conditional probabilities for every single
component of X in relation to the classes Ci, that is P(X|Ct).
iv. For each classification, we get the posterior probability
P(Xi|C) by utilizing the probabilities in (iii) above. The
following is the Bayes theorem:

. X;
P(Cix)= EELORE @

where P(X) is the prior probability of each of the components
of X.

v. As P(C) is constant for all classes, the Naive Bayes
forecasting will favor the class whose posterior likelihood
p(X | Ci) p(C) is largest. If and only if, the classifier predicts
that tuple X's label belongs to class Ci.

P(X|Ci) P(Ci) > P(X|Cj) P(Cj)for 1 <j<m,j#1 (28)
Hence, it is regarded as the most significant posteriori
probability outcome. (Han et al., 2012).
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Avrtificial Neural Network

An artificial neural network is a machine learning method that
mimics the brain's neuronal system to model how people learn. It
makes use of interconnected neurons that are stacked, including
input, hidden, and output neurons. The computing units used in
this approach are coupled by weights. The weights serve the same
purpose as the brain's synapses, where neurons are linked from
one to another. The signal intensity link is represented by the
weight (wi). Signals having activation functions like sigmoid,
tansig, softmax, and ReLU are typically activated by the stronger
networks. Additionally, in this investigation, we employ two
hidden layers as well as a sigmoid activation function.

Consequently, the ANN method can easily be defined
mathematically as:

Y=fXW) (29)

Where Y and X are denoted by output and input matrices. W is a
vector of weight parameters expressing the connections inside the
ANN.?

The input layer uses attribute arrays to gather data, while the
hidden layer receives the input values. The output values of the
j™ neuron y; of vector Y are calculated using a weighted average
of the input elements x and w,
yi = 8T, Wy X)) (30)

The 6 is the activation function (transfer function), N; is the
aggregate amount of it links to the j* neuron and X; is the output
value from the previous layer of ith neuron. The activation
function (6 ) is sigmoid activation function which is used to
transfer the value of weighted sum of inputs to the output layer.
The resultant activated node for the next input layer is therefore:

f(0) = — (31)

The sigmoid activation function outputs a value in the range (0;
1) which thus can be interpreted as a probability.

X; = 6(y;) (32)

When the ANN model is given input and output variables, the
BP-based supervised learning procedure is utilized. The ANN
model employs BP as the training rule with two hidden layers,
which increases the weights of neurons w;; depending on the
computed errors to ultimately produce the expected outputs. The
sum of squares difference between the target values and the
expected outcomes is used to compute the error function (E) of
the computed BP-based ANN:

N;j 2
E= 2% (1) (33)
Where t; is the predicted number for neuron i in the output layer
and N;j is the aggregate amount of output neurons. In ANN

weights are modified sequentially. The BP-based Levenberg—
Marquardt optimisation method is use in the ANN training.

Avrtificial Neural Network Structure
The network consists of two hidden layers with thirteen nodes and
one predicted variable, the learning rate of the network was 0.01.
The activation function is sigmoid, the dataset for ANN model
was divided into two folds, 80% of the data was used for training
the remaining 20% to evaluate the model.

Confusion Matrix

A table of data that demonstrate a classification model's
performance is called a confusion matrix. Both binary and
multiclass classifications are handled. Furthermore, it displays
the model error, FP (False Positive), and FN (False Negative), as
well as the precise projections, TP (True Positive) and TN (True
Negative).

A detailed description of the confusion matrix is shown in
Table 2 below

FUDMA Journal of Sciences (FJS) Vol. 10 No. 1, January, 2026, pp 111 — 123

115



MACHINE LEARNING-BASED ASSESSME...

Table 2: Confusion Matrix
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Predicted value

Actual value Positive
Positive True positive count (TP)
Negative False negative count (FN)

Negative
False positive count (FP)
True negative count (TN)

The proposed model's ability to separate samples across
different n classes where n > 2, is clearly shown in the
confusion matrix table. While False Positive (FP) and False
Negative (FN) represent samples that were incorrectly
classified, True Positive (TP) and True Negative (TN)
indicate samples that were correctly classified. Employing the
confusion matrix, the widely used evaluation model metrics
of accuracy, sensitivity, specificity, and Kappa can be defined
as follows:
i.  The number of properly diagnosed HIV/AIDS patients
(positive and negative) divided by the total number of
HIV/AIDS patients is the accuracy.

TP+TN
Accuracy = TP+TN+FP+FN C)

ii.  Sensitivity (also known as true positive rate or recall)
shows how many positive classes (CD4>200
progressive conditions or not at risk of HIV) were
accurately categorised, and it is calculated using the
following formula:

Sensitivity = TPIFN (35)
Specificity (also called as true negative rate) shows how
many negative class (CD4<200 deteriorative condition

or at risk of HIVV/AIDS) were correctly classified, and
it is computed using the following formula:

Specificity = TNTFP (36)
Kappa is used to estimate O and E represent observed
and expected accuracy, they can be obtained from the
confusion matrix marginal totals. This statistic has a
value between 0 and 1: a value of 0 indicates that there
is no agreement between the observed and anticipated
classes, while a value of 1 is shows that the model
prediction and the observed classes are perfectly
concordant.

kappa = ooF

1-E

iv.

@37)

Area under the Receiver Operating Characteristics
(ROC) curve

AUC is the area of the curve plotted by the graph of the true
positive rate (sensitivity) against the true negative rate

(specificity) for the different instances of test datasets used for
testing the predictive model.

When evaluating the range of acceptable values for decision-
making processes, the area under the ROC curve (AUC)
approach gives an in-depth assessment of a predictor's
accuracy. The diagnostic test's effectiveness increases with
the size of the area. The following formula can be used to
determine the ROC curve's AUC: Where t = (1 — specificity)
and ROC (t) is sensitivity.

AUC = [ ROC(t)dt (38)

To put it straightforwardly, high precision means that an
algorithm obtained considerably more appropriate outcomes
than inappropriate ones, and high recall means that an
algorithm produced most of the appropriate outcomes.
Accuracy is another statistical assessment of how well an
ordinal test finds or excludes a condition. To put it another
way, accuracy is the proportion of accurate results—including
true positives and true negatives—among all the cases
examined. The F1-measure is the test's accuracy, AUC is used
for model comparison, and sensitivity is the test's ability to
correctly identify people who are not at risk of HIVV/AIDS. It
considers both precision and recall.

RESULTS AND DISCUSSION

This study uses a dataset collected from Rasheed Shekoni
teaching hospital Dutse, located at Jigawa central senatorial
zone Nigeria. A total of 274 data were collected from patients’
case file at record department of the teaching hospital, the
distribution of the respondents is as follows. 131 respondents
are female representing (47.8%) while male has 143
respondents representing (52.2%), 39 of all of the respondent
had CD4<200, while 235 of them had CD4 >200 22 (56.4%)
out of 143 of the male patients had CD4 less than 200 and
121(51.5%) out of 143 had CD4 greater than 200 apart from
the female side 17(43.6) out of 131 had CD4 less than 200 and
114(48.5) out of 131 had CD4 greater than 200. The mean
ages of those with CD4 <200 is 43.85 with standard deviation
of 14.56 and those with CD4>200 had a mean age of 39.38
with a standard deviation of 15.75. Table 3 and 4 show the
characteristics of both categorical and continuous variables.
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Figure 1: Distribution of Age Among Individuals Living with HIV/AIDS

Figure 1 depicts the distribution of age among individual patients. It is clear that individuals aged 20 to 50 years are among

the patients affected by HIVV/AIDS.
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The bars in Fig 2 represent the count of marital status of a patient with CD4 >200 and <200, we see that the majority of patients
enrolled in the study were married.
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Figure 3: Distribution of Gender and CD4

Table 3: Characteristic of Study Participants (Categorical Variable) By HIV/AIDS Patients

S/INO characteristics ,:(I(I)ﬁor;—ZM), rc]:(lg/ﬁ; 200 (n=39) S(Ig/f)) 200 (n=235) P-value

1. Gender Female 131(47.80) 17(43.60) 114(48.50) 0.568
Male 143(52.20) 22(56.40)

2. Marital status Divorce 65(23.72) 13(37.14) 52(22.13) 0.200
Married 143(52.18) 20(51.28) 123(50.34)
Single 66(24.09) 6(15.38) 60(25.53)

3. B Extrapulmonary  233(85.04) 35(89.80) 198(51.48) 0.354
Pulmonary 41(14.96) 4(10.26) 37(15.74)

4. HIV status Nagative 62(22.63) 3(7.69) 59(25.06) 0.008
Positive 212(77.37)  36(92.31) 176(74.04)

5. Functional status Ambulatory 138(58.73) 16(41.03) 122(51.91) 0.325
Bedridden 87(37.02) 13(33.33) 74(31.49)
Working 49(20.85) 10(25.64) 39(16.60)

6. WHO clinical stages  Stage=0 124(45.23) 10(25.64) 114(48.51) 0.001
Stages=1 61(22.26) 3(7.69) 58(24.68)
Stages=2 52(18.61) 3(7.69) 48(20.43)
Stages=3 38(13.86) 23(58.97) 15(6.38)

7. Residency Urban=0 117(42.70) 16(41.03) 101(42.98) 0.819
Rural=1 157(57.30) 23(58.69) 134(57.02)

8. Education Illiterate =0 88(32.12) 15(38.46) 73(31.06) 0.041
Primary=1 42(15.33) 7(17.95) 35(14.89)
Secondary=2 65(23.92) 12(30.77) 53(22.55)
Tertiary=3 57(20.80) 5(12.82) 52(22.13)
University=4 22(8.03) 0(0) 22(9.36)

We used the chi-square test to determine the statistical
significance of categorical variables used to identify evaluate
clinical and demographic factors affecting immune function

FUDMA Journal of Sciences (FJS) Vol. 10 No. 1, January, 2026, pp 111 — 123

among individuals living with HIVV/AIDS, specifically their
association with CD4 for either in deteriorative or progressive
condition. Table 3 display the result at 0.05 level of
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significance was considered. The findings revealed a highly
significant relationship between some demographic, clinical
variables and CD4 cell (CD4 is used to measured changes in
immune function) these factors include HIV status, WHO

laetal., FJs

clinical stages and education. The results for patients’
condition variables show a link between education, HIV
status and WHO stages.

Table 4: Characteristic of Study Participants (Continuous Variable) By HIV/AIDS Patients

S/no Characteristic All (n=274) CD4<200 (n=39) CD4>200 (n=235) p- value
1 Age years mean(SD) 40.000(15.60) 43.846(14.560) 39.380(16.000) 0.001
2 Weight mean(SD) 42.100(12.50) 43.410(10.818) 41.706(12.762) 0.001
3 Time mean(SD) 30.900(18.40) 23.282(14.681) 32.166(18.689) 0.001
4 Viral load mean(SD) 14405(14979) 14101(15763) 14456(14874) 0.001

The p-value of the independent t-tests performed for each of
the continuous predictors are shown in table 4 the p-value for
all of the continuous variables are less than the level of
significance used in the test (=0.05), indicating that the
variables was highly significance in determine the changes in
immune function among individual living with HIV/AIDS.

Following the implementation of the four machine learning
algorithm on the training dataset sample used for this study
using the 10- fold cross validation, the results of the
predictions made by the models on the 274 datasets used were
plotted onto a confusion matrix in order to plot the true and
false positives/negatives. Figures and tables shows the
confusion matrix of the results of the implementation of the

Table 5: Logistic Regression Confusion Matrix.

four different algorithms on the dataset used in this study. The
predicted values are summed up along the vertical for both
progressive and deteriorative condition while the actual
values are summed up along the horizontal for both
progressive and deteriorative condition in the dataset.

Logistic Regression

Model Building

The model was built in R software, and the performance was
evaluated using test data. Table 5 shows the result of the
confusion matrix, and Table 6 displays the results of the
classification metric; AUC, Accuracy, Sensitivity, specificity
and kappa are presented below.

0 1
0 7 2
1 1 36

From table 5, the confusion matrix of logistic regression
algorithm for changes in immune function among individual
living with HIV/AIDS, 7 patients were correctly predicted
with deteriorative condition, while 2 patients were

Table 6: Logistic Regression Classification Matric

misclassified with progressive condition. The model also
misclassified 1 patient with deteriorative condition and
correctly predicted 36 patients with progressive condition
with a predictive accuracy of 0.9348%

METRICS SCORES
AUC 0.9342
ACCURACY 0.9348
SENSITIVITY 0.8750
SPECIFICITY 0.9474
KAPPA 0.7837

From table 6, the AUC=0.9342 shows a high discrimination,
with good accuracy, sensitivity, specificity and kappa, the
model shows a good performance.

Figure 3.2 Logistic Regression ROC curve

LOGISTIC REGRESSION AUC=0.9342
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Sensitivity
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Figure 4: The AUC-ROC Shows 0.934
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Support Vector Machine

Model Building

The model was built in R software, and the performance was
evaluated using test data. Table 7 shows the result of the

Table 7: Support Vector Machine Confusion Matrix

Samaila et al.,

FJS

confusion matrix, and Table 8 shows the result of the
classification metric; AUC, Accuracy, Sensitivity, specificity
and kappa are presented below.

0 1
0 7 1
1 1 37

From table 7, the confusion matrix of the support vector
machine algorithm for change in immune function among
individuals living with HIV/AIDS, 7 patients were correctly
predicted with deteriorative health condition, while one

Table 8: Support Vector Machine Classification Metrics

patient was misclassified with progressive condition. The
model also misclassified one patient with a progressive
condition and correctly classified 37 patients with progressive
conditions with a predictive accuracy of 0.9565%.

METRICS SCORES
AUC 0.9243
ACCURACY 0.9565
SENSITIVITY 0.8750
SPECIFICITY 0.9737
KAPPA 0.8487

From Table 8, the AUC = 0.9243 shows good discrimination, with good accuracy. Sensitivity, specificity, and kappa all show

excellent performance.

Support Vectors Machine's AUC=0.9243
=

1

Sensitivity
00 02 04 06 08

T T
1.0 0.8

0.6

T T T T
04 02 0.0

Specificity

Figure 5: Support Vector Machine AUC Curve
From Figure 5, the result of the AUC shows a high discrimination.

Artificial Neural Network

Model Building

The model was built in R software, the performance was
evaluated using test data and the result of the confusion

Table 9: Artificial Neural Network Confusion Matrix

matrix, together with the classification metrics: AUC,
Accuracy, Sensitivity, specificity and kappa, are presented
below

0 1
0 1 35
1 7 3

From Table 9, the confusion matrix of the Artificial neural
network model for changes in immune function among
individuals living with HIV/AIDS, 1 patient were correctly
predicted with a deteriorative condition. While 35 were

Table 10: Artificial Neural Network Classification Matric

misclassified as a progressive condition. The model also
misclassified 7 patients with deteriorative conditions and
correctly classified 3 patients with progressive conditions
with a predictive accuracy of 0.087%.

METRICS SCORES
AUC 0.8980
ACCURACY 0.087
SENSITIVITY 0.12500
SPECIFICITY 0.07895
KAPPA -0.3343

From Table 10, the AUC= 0.8980 shows a moderate discrimination, with poor accuracy score. While precision shows a perfect

performance.
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Figure 6: AUC-ROC OF ANN

From Figure 7, the result of the AUC shows no discrimination

Naive Bayes
Model Building

Table 11: Naive Bayes Confusion Matrix

The model was built in R software, and the performance was
evaluated using test data. Table 11 shows the result of the
confusion matrix, and Table 12 shows the result of the
classification metric; AUC, Accuracy, Sensitivity, specificity
and kappa are presented below.

0 1
0 8 14
1 0 24

From table 11, the confusion matrix of the Naive Bayes
algorithm for changes in immune function among individual
living with HIV/AIDS, 8 patients were correctly predicted
with deteriorative condition, while 14 patients were
misclassified with progressive condition. The model also

Table 12: Naive Bayes Classification Metrics

misclassified 0 (no patients were misclassified) with a
deteriorative condition, and lastly, the model correctly
classified 24 patients with a progressive condition with a
predictive accuracy of 0.6957%

METRICS SCORES
AUC 0.6818
ACCURACY 0.6957
SENSITIVITY 1.0000
SPECIFICITY 0.6316
KAPPA 0.3735

From Table 12, the AUC= 0.6818 shows a moderate discrimination, with moderate accuracy and poor F1 Score, recall, and

precision show a very poor performance

FUDMA Journal of Sciences (FJS) Vol. 10 No. 1, January, 2026, pp 111 — 123
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Figure 8: AUC-ROC of Naive Bayes

From Figure 8, the result of the AUC shows discrimination on negative side, which indicates.

Table 13: Predictive Performance of Various Classification Techniques

ALGORITHMS AUC ACCURACY SENSITIVITY SPECIFICITY Kappa
LOGISTIC REGRESSION  0.9342  0.9348 0.8750 0.9474 0.7837
SVM 0.9243  0.9565 0.8750 0.9737 0.8487
ANN 0.8980  0.0870 0.1250 0.0790 0.3735
NAIVE BAYES 0.6818  0.6957 1.0000 0.6316 -0.3343

In order to compare the models and choose the one with the
most accurate result, four algorithms were compared: LGR,
SVM, ANN, and NV. The classifier’s prediction results were
summarised. Table 13 shows the sensitivity, specificity, and
F1 values for each of the four classifiers. The summary
statistics were generated using cross validation procedure.
SVM achieved 0.9565 classification accuracy, 0.8750
sensitivity, 0.9737 specificity, and 0.8487 kappa. The
classification accuracy of LGR was 0.9348, with a sensitivity
of 0.8750, a specificity of 0.9474, and a kappa of 0.7837. In
all matrices, SVM and LGR outperformed the remaining
models. It is critical to have a high sensitivity to properly
identify patients with a specific potentially progressive
condition. Aside from accuracy, these two models have a
higher sensitivity.

Discussion

In this study, we created models to predict and evaluate
factors affecting immune function among HIV/AIDS patients.
Data from Rasheed Shekoni Teaching Hospital were used.
Our study predictive model can distinguish between
deteriorative and progressive conditions of patients living
with HIV/AIDS using CD4 cell count, which indicates the
level of immune function in the body. The following models
are compared in this paper: Logistics Regression (LGR),
Support Vector Machine (SVM), Naive Bayes (NB) and
Artificial Neural Network (ANN). We used four metrics to
assess their predicted performance. Based on our data set
results, three of the predictive models in this study have a very
good predictive ability. The result, however, revealed that the
SVM classifier is the best model, followed by the LGR.
Many scholars have recently shown their interest in
developing and comparing conditions of patients living with
HIV/AIDS using predictive models, data mining and machine
learning methods (Sameem et al 2010, Agbulusi et al 2015,
Oluyemi et al 2015) reported that SVM as the best performing
models based on their result. Also (Bingxiang et al 2022) also
reported that RF as the best performing model based on their
result, (Singh and Mars 2020, Niedja Masristone et al 2022)
have been reported that LG as the best performing model
based on their result. Lastly (Saurav et al. 2024, Zeming Li

FUDMA Journal of Sciences (FJS) Vol.

2020, Basavarajiah 2020) reported that ANN is the best model
in predicting factors affecting immune function among
HIV/AIDS patients. None of these studies were achieved
more accurate model than ours. Many studies have found that
Decision tree, RF and linear discriminant analysis give a best
predictive performance but our best model support vector
machine outperforms the results of these models by predicting
crucial factors affecting the immune function using clinical
and demographic factors. Therefore, this study discovered
that WHO clinical stages, HIV stage, education are
significance factors that progress the condition of the disease.
Table 3 and table 4 investigated the impact of categorical and
continuous covariates on CD4 progressive condition Age,
weight, Time, and Education are among the demographic
factors that contribute to the progressive condition of the
disease, while WHO clinical stages and HIV status were
discovered to be significant among clinical factors affecting
immune function. Several studies, including Bingxiang et al.
2022, Agbulusi et al. 2015, and Sameem et al. 2010,
discovered that a patient’s age, weight, education, viral load
and nutritional status were all significantly related to immune
function among HIV/AIDS patients, but did not include a
WHO clinical, HIV stages and time to visit the hospital.

CONCLUSSION

The study concentrate on developing a predictive model for
changes in immune function among individuals living with
HIV/AIDS using clinical and demographic factors to identify
the condition of an individual patients after the collection of
historical dataset on the distribution of various factors that
lead to changes of immune function among individual patients
using CD4 cell count as response variable, with two different
categories i.e. CD4>200 shows the condition of a patients is
getting progressive while CD4<200 shows the condition of a
patients is deteriorate. The data obtained in their respective
case file include Age, weight, marital status, HIV status,
WHO clinical stages, viral load, education, residency, TB,
gender and functional status. Four algorithms were applied
(logistic regression, support vector machine, artificial neural
network and Naive Bayes).
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The anticipated techniques developed for the prediction of
changes in immune function among individuals living with
HIV/AIDS from Rasheed Shekoni teaching hospital, Dutse,
Jigawa state, Nigeria. The outcomes of the study show that
logistic regression models indicate an outstanding
performance among four different models, with an AUC of
0.9342 and predictive accuracy of 0.9565 compared to other
models. The predictive model of logistic regression is
expected to give very promising results when used on other
HIV/AIDS patients to determine their respective conditions.
Also, it was discovered that the logistic regression algorithm
was able to infer as much information from the historical
dataset used for this study about the relationship between the
risk factors affecting immune function among individuals
living with HIV/AIDS. The model can also be integrated into
existing Health Information Systems (HIS), which capture
and manage clinical information which can be fed to the
HIV/AIDS survival classification models, thus improving the
clinical decisions affecting HIVV/AIDS survival and the real-
time assessment of clinical and demographic information. It
is advised that a continual assessment of other variables that
have a relationship with HIV/AIDS survival be made to
increase the amount of information relevant to creating
improved prediction models for HIV/AIDS.
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