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#### Abstract

In this paper, diagonally implicit Runge-Kutta-Nystrom (RKN) method of high-order for the numerical solution of second order ordinary differential equations (ODE) possessing oscillatory solutions to be used on parallel computers is constructed. The method has the properties of minimized local truncation error coefficients as well as possessing non-empty interval of periodicity, thus suitable for oscillatory problems. The method was tested with standard test problems from the literature and numerical results compared with the analytical solution to show the advantage of the algorithm.
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## INTRODUCTION

Runge-Kutta-Nystrom method is widely used for the numerical approximation of the initial value problem (IVP)

$$
y^{\prime \prime}=f(x, y), y\left(x_{o}\right)=y_{o}, y^{\prime}\left(x_{o}\right)=y_{0}^{\prime}
$$

(1)
example, in astronomy, seismology and when a second order hyperbolic partial derivative equation is semi-discretized with respect to space variables. RKN method is usually employed to approximate (1) at a discrete set of points $\left(x_{n}, y_{n}, y_{n}^{\prime}\right)$. The form of this method is given (Sharp et al. (1990), Van de Houwen and Sommeijer (1989), Franco and Gomez (2009)) by
having oscillatory solution often arises in application, for

$$
\begin{align*}
& y_{n+1}=y_{n}+h \quad y_{n}^{\prime}+h^{2} \sum_{j=1}^{s} b_{j} f_{j} \\
& y_{n+1}^{\prime}=y_{n}^{\prime}+h \sum_{j=1}^{s} b_{j}^{\prime} f_{j} \tag{2}
\end{align*}
$$

where

$$
f_{j}=f\left(x_{n}+c_{j} h, \quad y_{n}+c_{j} h y_{n}^{\prime}+h^{2} \sum_{k=1}^{s} a_{j k} f_{k}\right)
$$

The RKN parameters $a_{j k}, b_{j}, b_{j}$ and $c_{j}$ are assumed to be real and $a_{j k}$ are the stage weights $b_{j}$ weights, $c_{j}$ the nodes and s number of stages. In most methods, the $c_{j}$ satisfy the row simplifying assumption

$$
\begin{equation*}
\frac{1}{2} c_{j}^{2}=\sum_{k=1}^{s} a_{j k} \quad j=1, \cdots, s \tag{3}
\end{equation*}
$$

All the coefficients of the method can characterised by the Butcher tableau, Butcher (1964)

where
$c=\left[c_{1}, \cdots, c_{s}\right]^{T},\left[b_{1}, \cdots, b_{s}\right]^{T}, \quad b_{1}^{\prime}=\left[b_{1}^{\prime}, \cdots, b_{s}^{\prime}\right]^{T}$ and $A=\left[a_{i j}\right]$ with $c \in \square, \quad b^{T}, b^{\prime T} \in \square^{s}$ and $A \in \mathbb{R}^{\mathrm{sxs}}$. RKN methods are divided into two broad classes: explicit $\left(a_{j k}=0, k \geq j\right)$ and implicit ( $a_{j k} \neq 0, k \geq j$ ). The later contains the class of diagonally implicit methods for which $\left(a_{j k}=0, k>j\right)$ and the $a_{j j}$ are equal. In this article, the consideration is on diagonally implicit methods.
(iii) Parallelism across the steps

In the literature, several high-order diagonally implicit Runge-Kutta-Nystrom (DIRKN) methods have been proposed for the integration of the IVP (1) on one-processor computers. For example, the two-stage and three-stage DIRKN methods orders three and four of Sharp et al. (1990), the two-stage DIRKN methods of order four of Sommeijer (1987), DIRKN methods for oscillatroty problems by Van der Houwen and Sommeijer (1989), the RKN methods of orders three for solving fuzzy differential equations of Kanagarajam and Sambath (2010). However, parallel IVP solvers arise from the need to solve many substantial problems faster than is currently possible. The computational time on a conventional sequential machine is so large that it affects the productivity of scientists and engines working on the design of complex systems.

In this study, parallel diagonally implicit Runge-Kutta-Nystrom (PDIRKN) method is presented for the approximation of the IVP (1).

Parallel computers are computers with multiple processors and this facility helps to speed up the computations in the solution of ODEs. This is particularly useful for very large problems, costly function evaluations, problems with long integration intervals or for fast real-time simulations. A second motivation is the desire to make a code, with the help of parallel computations, not necessarily faster, but more robust and reliable, Hairer et al. (1993). In attempts to solve (1), three types of parallelism have been identified:
(i) Parallelism across the method
(ii) Parallelism across the system (space)

$$
\begin{equation*}
y^{\prime \prime}=-\omega^{2} y, \quad y(0)=1, y^{\prime}(0)=i \omega, \omega \in \square \tag{4}
\end{equation*}
$$

Application of the RKN method (2) to problem (4) yields the following recursive relation (Imoni (2017))

$$
\begin{equation*}
\binom{y_{n+1}}{h y_{n+1}^{\prime}}=R(Z)\binom{y_{n}}{h y_{n}^{\prime}} \tag{5}
\end{equation*}
$$

where

$$
R(z)=\left[\begin{array}{rr}
1+z b^{T}(I-z A)^{-1} c & 1+z b^{T}(1-z A)^{-1} c  \tag{6}\\
z b^{\prime T}(I-z A)^{-1} & 1+z b^{\prime T}(I-z A)^{-1} c
\end{array}\right]
$$

and

$$
A=\left\{a_{i k}\right\}_{j, k=1}^{s} \quad e=[1, \cdots, 1]^{T}, b=\left[b_{1}, \cdots, b_{s}\right]^{T} b^{\prime}=\left[b_{1}^{\prime}, \cdots, b_{1}^{\prime}\right]^{T}, c=\left[c_{1}, \cdots, c_{s}\right]^{T}
$$

The matrix $R(z)$ which determines the stability of the method is called the amplification matrix. Following Van der Houwen and Sommeijer (1989), we introduced the functions $s(z)$ and $p(z)$ with

$$
\begin{equation*}
s(z)=\operatorname{trace}(R(z)) \text { and } p(z)=\operatorname{det}(R(z)) \tag{7}
\end{equation*}
$$

The characteristic equation corresponding to (6) is of the form

$$
\begin{equation*}
\zeta^{2}-s(z) \zeta+p(z)=0 \tag{8}
\end{equation*}
$$

An essential property for computing periodic solution of (1) is the situation where the eigenvalues $\zeta_{1,2}$ are on the unit circle. Definition: An RKN method has periodicity interval $I_{z}=\left(0, z_{0}\right)$ if the roots of its characteristic equation $\zeta_{1,2}$ are on the unit circle and $\zeta_{1} \neq \zeta_{2}, \quad \forall z \in\left(0, z_{0}\right), z_{0}$ is called the stability boundary (Van de Houwen and Sommeijer (1989))

## Construction of the new PDIRKN Method

A Six stage, 3-parallel, 3-processor sixth order DIRKN method is investigated. The method has the sparsity pattern and diagraph shown in figure 1

| Runge -Kutta -Nystrom Matrix | Digraph |
| :---: | :---: |
| $\left[\begin{array}{llllll}\mathrm{x} & 0 & 0 & 0 & 0 & 0 \\ 0 & \mathrm{x} & 0 & 0 & 0 & 0 \\ 0 & 0 & \mathrm{x} & 0 & 0 & 0 \\ \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & 0 & 0 \\ \mathrm{x} & \mathrm{x} & \mathrm{x} & 0 & \mathrm{x} & 0 \\ \mathrm{X} & \mathrm{x} & \mathrm{x} & 0 & 0 & \mathrm{x}\end{array}\right]$ |  |

Figure 1: The 6-Stage PDIRKN Matrix and Digraph
The symbol $\times$ denotes non-zero elements, $q_{1}, q_{2}$ and $q_{3}$ denotes the number of processors Imoni (2017)
For this process with $s=6, p=6$, following Felberg (1972) the following order conditions are to be satisfied considering the simplifying assumption (3)
Order two: $\quad \sum_{i=1}^{6} b_{i}=b_{1}+b_{2}+b_{3}+b_{4}+b_{5}+b_{6}=\frac{1}{2}$
Order three: $\quad \sum_{i=1}^{6} b_{i} c_{i}=b_{1} c_{1}+b_{2} c_{2}+b_{3} c_{3}+b_{4} c_{4}+b_{5} c_{5}+b_{6} c_{6}=\frac{1}{6}$
Order four:

$$
\begin{align*}
& \text { Order four: }  \tag{11}\\
& \text { Order five: } \sum_{i=1}^{6} b_{i} c_{i}^{2}=b_{1} c_{1}^{2}+b_{2} c_{2}^{2}+b_{3} c_{3}^{2}+b_{4} c_{4}^{2}+b_{5} c_{5}^{2}+b_{6} c_{6}^{2}=\frac{1}{12}  \tag{12}\\
& \qquad \begin{array}{l}
\sum_{i=1}^{6} b_{i} c_{i}^{3}=b_{1} c_{1}^{3}+b_{2} c_{2}^{3}+b_{3} c_{3}^{3}+b_{4} c_{4}^{3}+b_{5} c_{5}^{3}+b_{6} c_{6}^{3}=\frac{1}{20} \\
\sum_{i, j=1}^{6} b_{i} a_{i j} c_{j}=b_{1} a_{11} c_{1}+b_{2} a_{21} c_{1}+b_{2} a_{22} c_{2}+b_{3} a_{31} c_{1}+b_{3} a_{32} c_{2}+b_{3} a_{33} c_{3}+ \\
b_{4} a_{41} c_{1}+b_{4} a_{42} c_{2}+b_{4} a_{43} c_{3}+b_{4} a_{44} c_{4}+b_{5} a_{51} c_{1}+b_{5} a_{52} c_{2}+ \\
b_{5} a_{53} c_{3}+b_{5} a_{54} c_{4}+b_{5} a_{55} c_{5}+b_{6} a_{61} c_{1}+b_{6} a_{62} c_{2}+b_{6} a_{63} c_{3}+ \\
b_{6} a_{64} c_{4}+b_{6} a_{65} c_{5}+b_{6} a_{66} c_{6}=\frac{1}{120}
\end{array}
\end{align*}
$$

$$
\begin{align*}
& \text { Order six: } \sum_{i=1}^{6} b_{i} c_{i}^{4}=b_{1} c_{1}^{4}+b_{2} c_{2}^{4}+b_{3} c_{3}^{4}+b_{4} c_{4}^{4}+b_{5} c_{5}^{4}+b_{6} c_{6}^{4}=\frac{1}{30}  \tag{14}\\
& \sum_{i, j=1}^{6} b_{i} c_{i} a_{i j} c_{j}= \\
& b_{1} a_{11} c_{1}^{2}+b_{2} a_{21} c_{1} c_{2}+b_{2} a_{22} c_{2}+b_{2} a_{22} c_{2}^{2}+b_{3} a_{31} c_{1} c_{3}+ \\
&  \tag{15}\\
& b_{3} a_{32} c_{2} c_{3}+b_{3} a_{33} c_{3}^{2}+b_{4} a_{41} c_{1} c_{4}+b_{4} a_{42} c_{2} c_{4}+b_{4} a_{43} c_{3} c_{4}+ \\
& b_{4} a_{44} c_{4}+b_{5} a_{51} c_{1} c_{5}+b_{5} a_{52} c_{2} c_{5}+b_{5} a_{53} c_{3} c_{5}+b_{5} a_{54} c_{4} c_{5}+ \\
& b_{5} a_{55} c_{5}^{2}+b_{6} a_{61} c_{1} c_{6}+b_{6} a_{62} c_{2} c_{6}+b_{6} a_{63} c_{3} c_{6}+b_{6} a_{64} c_{4} c_{6}+ \\
& b_{6} a_{65} c_{6}+b_{6} a_{66} c_{6}^{2}=\frac{1}{180}
\end{align*} \begin{array}{r}
\sum_{i, j}^{\sum_{i} b_{i} c_{i} a_{i j} c_{j}^{2}=} \begin{array}{r}
b_{1} a_{11} c_{1}^{2}+b_{2} a_{21} c_{1}^{2}+b_{2} a_{22} c_{2}^{2}+b_{3} a_{31} c_{1}^{2}+b_{3} a_{32} c_{2}^{2}+ \\
b_{3} a_{32} c_{3}^{2}+b_{4} a_{41} c_{1}^{2}+b_{4} a_{42} c_{2}^{2}+b_{4} a_{43} c_{3}^{2}+b_{4} a_{44} c_{4}^{2}+b_{5} a_{51} c_{1}^{2}+ \\
b_{5} a_{52} c_{2}^{2}+b_{5} a_{53} c_{3}^{2}+b_{5} a_{54} c_{4}^{2}+b_{5} a_{55} c_{5}^{2}+b_{6} a_{61} c_{1}^{2}+b_{6} a_{62} c_{2}^{2} \\
\\
+
\end{array} b_{6} a_{63} c_{3}^{2}+b_{6} a_{64} c_{4}^{2}+b_{6} a_{65} c_{5}^{2}+b_{6} a_{66} c_{6}^{2}=\frac{1}{360} \tag{16}
\end{array}
$$

Assumptions: $\quad \frac{1}{2} c_{j}^{2}=\sum_{k=1}^{6} a_{j k}(j=1, \ldots, 6)$
There are 14 equations in 27 unknowns. Thus there are 13 free parameters chosen to be $c_{i}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}, b_{6}, a_{42}, a_{44}, a_{53}, a_{55}, a_{62}$ and $a_{66}$.
The process in the derivation of the method is the following:

1. Solve equations (9) - (12) and (14) to obtain

$$
\begin{aligned}
& b_{1}=\frac{A}{60\left(c_{1}-c_{2}\right)\left(c_{1}-c_{3}\right)\left(c_{1}-c_{4}\right)\left(c_{1}-c_{5}\right)}, b_{2}=\frac{B}{60\left(c_{1}-c_{2}\right)\left(c_{2}-c_{3}\right)\left(c_{2}-c_{4}\right)\left(c_{2}-c_{5}\right)} \\
& b_{3}=\frac{C}{60\left(c_{1}-c_{3}\right)\left(c_{2}-c_{3}\right)\left(c_{3}-c_{4}\right)\left(c_{3}-c_{5}\right)} b_{4}=\frac{D}{60\left(c_{3}-c_{4}\right)\left(-c_{1}+c_{4}\right)\left(-c_{2}+c_{4}\right)\left(c_{4}-c_{5}\right)} \\
& b_{5}=\frac{E}{60\left(c_{3}-c_{5}\right)\left(-c_{1}+c_{5}\right)\left(-c_{2}+c_{5}\right)\left(-c_{4}+c_{5}\right)}
\end{aligned}
$$

2. Then use the assumption (17) to obtain

$$
\begin{aligned}
& a_{11}=\frac{1}{2} c_{1}^{2}, a_{22}=\frac{1}{2} c_{2}^{2}, a_{33}=\frac{1}{2} c_{3}^{2}, a_{41}=\frac{1}{2} c_{4}^{2}-a_{42}-a_{43}-a_{44}, a_{51}=\frac{1}{2} c_{5}^{2}-a_{52}-a_{53}-a_{55}, \\
& a_{61}=\frac{1}{2} c_{6}^{2}-a_{62}-a_{63}-a_{66}
\end{aligned}
$$

3. Equation (13) is then use to obtain

$$
a_{43}=\frac{F}{360 b_{4}\left(c_{4}-c_{3}\right)\left(c_{2}-c_{3}\left(c_{4}-c_{6}\right)\right)}
$$

4. Solve equation (15) to obtain

$$
a_{52}=\frac{G}{120 b_{5}\left(c_{1}-c_{2}\right)\left(c_{2}-c_{3}\right)}
$$

5. Then use equation (16) to get

$$
\begin{aligned}
& a_{63}=\frac{H}{360 b_{6}\left(c_{1}-c_{3}\right)\left(c_{2}-c_{3}\left(c_{4}-c_{6}\right)\right)} \\
& A=2-3 c_{4}-3 c_{5}+5 c_{4} c_{5}-60 b_{6} c_{4} c_{5} c_{6}^{2}+60 b_{6} c_{4} c_{6}^{3}+60 b_{6} c_{5} c_{6}^{3}-60 b_{6} c_{6}^{4}+c_{3}\left(-3+60 b_{6} c_{6}^{3}+\right. \\
& \left.c_{5}\left(5-60 b_{6} c_{6}^{2}\right)+5 c_{4}\left(1-12 b_{6} c_{6}^{2}+2 c_{5}\left(-1+6 b_{6} c_{6}\right)\right)\right)+c_{2}\left(-3+5 c_{5}-60 b_{6} c_{5} c_{6}^{2}+60 b_{6} c_{6}^{3} 5 c_{3}(-1+\right. \\
& \left.\left.12 b_{6} c_{6}^{2}+c_{5}\left(2-12 b_{6} c_{6}\right) 2 c_{4}\left(1+\left(-3+6 b_{6}\right)+c_{5}-6 b_{6} c_{5}\right)\right)+5 c_{4}\left(1-12 b_{6} c_{6}^{2}+2 c_{5}\left(-1+6 b_{6} c_{6}\right)\right)\right) \\
& B=-2+3 c_{4}+3 c_{5}-5 c_{4} c_{5}-60 b_{6} c_{4} c_{5} c_{6}^{2}-60 b_{6} c_{4} c_{6}^{3}-60 b_{6} c_{5} c_{6}^{3}+60 b_{6} c_{6}^{4}+c_{3}\left(3-60 b_{6} c_{6}^{3}+c_{5}(-5+\right. \\
& \left.60 b_{6} c_{6}^{2}\right)+c_{4}\left(-5+60 b_{6} c_{6}^{2}+c_{5}\left(10-60 b_{6} c_{6}\right)\right)+c_{1}\left(3-5 c_{5}+60 b_{6} c_{5} c_{6}^{2}-60 b_{6} c_{6}^{3}+c_{4}\left(-5+60 b_{6} c_{6}^{2}+\right.\right. \\
& \left.\left.c_{5}\left(10-60 b_{6} c_{6}\right)\right)+5 c_{3}\left(-1+12 b_{6} c_{6}^{2}+c_{5}\left(2-12 b_{6} c_{6}\right)+2 c_{4}\left(1+\left(-3+6 b_{6}\right)\left(5-6 b_{6} c_{6}\right)\right)\right)\right) \\
& C=\left(2-3 c_{3}-3 c_{5}+5 c_{4}-60 b_{6} c_{4} c_{5} c_{6}^{2}+60 b_{6} c_{4} c_{6}^{3}+60 b_{6} c_{4} c_{6}^{3}+60 b_{6} c_{5} c_{6}^{3}-60 b_{6} c_{6}^{4}+c_{2}(-3+\right. \\
& \left.60 b_{6} c_{6}^{3}+c_{5}\left(5-60 b_{6} c_{6}^{2}\right)+5 c_{4}\left(1-12 b_{6} c_{6}^{2}+2 c_{5}\left(-1+6 b_{6} c_{6}\right)\right)\right)+c_{1}\left(-3+5 c_{5}-60 b_{6} c_{5} c_{6}^{2}+\right. \\
& 60 b_{6} c_{6}^{3}-5 c_{2}\left(-1+12 b_{6} c_{6}^{2}+c_{5}\left(2-12 b_{6} c_{6}\right)+2 c_{4}\left(1+\left(-3+6 b_{6}\right) c_{5}-6 b_{6} c_{6}\right)\right)+5 c_{4}\left(1-12 b_{6} c_{6}^{2}\right. \\
& \left.\left.+2 c_{5}\left(-1+6 b_{6} c_{6}\right)\right)\right) \text { ) } \\
& D=\left(-2+3 c_{3}+3 c_{5}-5 c_{3} c_{5}+60 b_{6} c_{3} c_{5} c_{6}^{2}-60 b_{6} c_{4} c_{6}^{3}-60 b_{6} c_{4} c_{6}^{3}+60 b_{6} c_{5} c+60 b_{6} c_{6}^{4}+\right. \\
& c_{2}\left(3-60 b_{6} c_{6}^{3}+c_{5}\left(-5+60 b_{6} c_{6}^{2}\right)+c_{3}\left(-5+60 b_{6} c_{6}^{2}+c_{5}\left(10-60 b_{6} c_{6}\right)\right)\right)+c_{1}\left(3-5 c_{5}+\right. \\
& 60 b_{6} c_{5} c_{6}^{2}-60 b_{6} c_{6}^{3}+c_{3}\left(-5+60 b_{6} c_{6}^{2}+c_{5}\left(10-60 b_{6} c_{6}\right)\right)+5 c_{2}\left(-1+12 b_{6} c_{6}^{2}+c_{5}(2-\right. \\
& \left.\left.\left.\left.12 b_{6} c_{6}\right)+2 c_{3}\left(1+\left(-3+6 b_{6}\right) c_{5}-6 b_{6} c_{6}\right)\right)\right)\right) \\
& E=\left(-2+3 c_{3}+3 c_{4}-5 c_{3} c_{4}+60 b_{6} c_{3} c_{4} c_{6}^{2}-60 b_{6} c_{3} c_{6}^{3}-60 b_{6} c_{4} c_{6}^{3}+60 b_{6} c_{4} c_{6}^{3}+60 b_{6} c_{6}^{4}+\right. \\
& c_{2}\left(3-60 b_{6} c_{6}^{3}+c_{4}\left(-5+60 b_{6} c_{6}^{2}\right)+c_{3}\left(-5+60 b_{6} c_{6}^{2}+c_{4}\left(10-60 b_{6} c_{6}\right)\right)\right)+c_{1}\left(3-5 c_{4}+\right. \\
& 60 b_{6} c_{4} c_{6}^{2}-60 b_{6} c_{6}^{3}+c_{3}\left(-5+60 b_{6} c_{6}^{2}+c_{4}\left(10-60 b_{6} c_{6}\right)\right)+5 c_{2}\left(-1+12 b_{6} c_{6}^{2}+c_{4}(2-\right. \\
& \left.\left.\left.\left.12 b_{6} c_{6}\right)+2 c_{3}\left(1+\left(-3+6 b_{6}\right) c_{4}-6 b_{6} c_{6}\right)\right)\right)\right) \\
& F=180 b_{2} c_{2}^{5}-180 b_{3} c_{3}^{5}-180 b_{2} c_{2}^{4}\left(c_{3}+c_{5}\right)+180 b_{2} c_{2}^{3}\left(c_{3} c_{5}+c_{1}\left(c_{5}-c_{6}\right)-360 a_{5} 3 b_{5} c_{3}^{2}\left(c_{5}-c_{6}\right)+\right. \\
& 180 b_{3} c_{1} c_{3}^{3}\left(c_{5}-c_{6}\right)+180 b_{3} c_{3}^{4} c_{6}+c_{2}\left(-2-360 a_{42} b_{4} c_{1} c_{4}-360 a_{44} b_{4} c_{1} c_{4}-360 a_{42} b_{4} c_{3} c_{4}+\right. \\
& 360 a_{44} b_{4} c_{4}^{2}+180 b_{4} c_{1} c_{4}^{3}+360 a_{42} b_{4} c_{1} c_{5}-360 a_{53} b_{5} c_{1} c_{5}-360 a_{55} b_{5} c_{1} c_{5}+360 a_{62} b_{6} c_{1} c_{5}+ \\
& 360 a_{42} b_{4} c_{3} c_{5}+360 a_{53} b_{5} c_{3} c_{5}+360 a_{62} b_{6} c_{3} c_{5}+360 a_{55} b_{5} c_{5}^{2}+180 b_{5} c_{1} c_{5}^{3}+180 b_{1} c_{1}^{3}\left(c_{1}-c_{6}\right)+ \\
& 180 b_{3} c_{3}^{3}\left(c_{3}-c_{6}\right)+3 c_{6}+360 a_{41} b_{4} c_{1} c_{6}+360 a_{53} b_{5} c_{1} c_{6}+360 a_{55} b_{5} c_{1} c_{6}-360 a_{62} b_{6} c_{1} c_{6}- \\
& \left.360 a_{53} b_{5} c_{3} c_{6}-360 a_{62} b_{6} c_{3} c_{6}-360 a_{44} b_{4} c_{4} c_{6}-180 b_{4} c_{1} c_{4}^{2} c_{6}-360 a_{55} b_{5} c_{5} c_{6}-180 b_{5} c_{1} c_{5}^{2} c_{6}\right)+ \\
& c_{3}\left(2+360 a_{44} b_{4} c_{1} c_{4}-360 a_{44} b_{4} c_{4}^{2}-180 b_{4} c_{1} c_{4}-180 b_{1} c_{1}^{3}\left(c_{1}-c_{5}\right)+360 a_{42} b_{4} c_{1}\left(c_{4}-c_{5}\right)-3 c_{5}\right. \\
& -360 a_{44} b_{4} c_{1} c_{5}+360 a_{53} b_{5} c_{1} c_{5}-360 a_{62} b_{6} c_{1} c_{5}-360 a_{66} b_{6} c_{1} c_{5}+360 a_{44} b_{4} c_{4} c_{5}+180 b_{4} c_{1} c_{4}^{2} c_{5}- \\
& 360 a_{53} b_{5} c_{1} c_{6}+360 a_{62} b_{6} c_{1} c_{6}+360 a_{66} b_{6} c_{1} c_{6}+360 a_{66} b_{6} c_{5} c_{6}-360 a_{66} b_{6} c_{6}^{2}+180 b_{6} c_{1} c_{5} c_{6}^{2}- \\
& \left.180 b_{6} c_{1} c_{6}^{3}\right)+360 c_{2}^{2}\left(a_{42} b_{4}\left(c_{4}-c_{5}\right)+a_{62} b_{6}\left(-c_{5}+c_{6}\right)-3\left(c_{5}-c_{6}\right)\left(-c_{1}\left(-1+1120 a_{44} b_{4} c_{4}+\right.\right.\right. \\
& \left.\left.\left.\left.\left.120 a_{55} b_{5} c_{5}+120 a_{66} b_{6} c_{6}\right)+2\left(-1+60 a_{44} b_{4} c_{4}^{2}+60 a_{55} b_{5} c_{5}^{2}+60 a_{66} b_{6} c_{6}^{2}\right)\right)\right)\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
G= & \left(-2+120 a_{62} b_{6} c_{2}^{2}+60 b_{2} c_{2}^{4}+120 a_{42} b_{4} c_{2}\left(c_{2}-c_{3}\right)+c_{3}-60 b_{1} c_{1}^{3} c_{3}-120 a_{62} b_{6} c_{2} c_{3}\right. \\
& -60 b_{2} c_{2}^{3} c_{3}-120 a_{44} b_{4} c_{3} c_{4}+120 a_{44} b_{4} c_{4}^{2}-120 a_{55} b_{5} c_{3} c_{5}+120 a_{55} b_{5} c_{3}^{2}-120 a_{66} b_{6} c_{3} c_{6} \\
& +120 a_{66} b_{6} c_{6}^{2}-c_{1}\left(-1+60 b_{2} c_{2}^{3}+120 a_{42} b_{4}\left(c_{2}-c_{3}\right)+120 a_{62} b_{6}\left(c_{2}-c_{3}\right)-120 a_{62} b_{6}\left(c_{2}-c_{3}\right)\right) \\
& -120 a_{44} b_{4} c_{3}-120 a_{55} b_{5} c_{3}-120 a_{66} b_{6} c_{3}+60 b_{3} c_{3}+120 a_{44} b_{4} c_{4}+60 b_{4} c_{3} c_{4}^{2}+120 a_{55} b_{5} c_{5}+ \\
& \left.\left.60 b_{5} c_{3} c_{5}^{2}+120 a_{66} b_{6} c_{6}+60 b_{6} c_{3} c_{6}^{2}\right)\right) \\
H & =-180 b_{2} c_{2}^{5}+180 b_{3} c_{3}^{5}-180 b_{3} c_{1} c_{3}^{4} c_{4}+180 b_{3} c_{1} c_{3}^{3}\left(c_{4}-c_{5}\right)+180 b_{2} c_{2}^{4}\left(c_{3}+c_{5}\right)+360 a_{53} b_{5} c_{3}^{2}\left(-c_{4}+c_{5}\right) \\
& +180 b_{2} c_{2}^{3}\left(c_{1} c_{4}-\left(c_{1}+c_{3}\right) c_{5}\right)-360 c_{2}^{2}\left(a_{42} b_{4}\left(c_{4}-c_{5}\right)+a_{62} b_{6}\left(-c_{5}+c_{6}\right)\right)-3\left(c_{4}-c_{5}\right)\left(-2-c_{1}(-1+\right. \\
& \left.\left.120 a_{44} b_{4} c_{4}+120 a_{55} b_{5} c_{5}+120 a_{66} b_{6} c_{6}\right)+120\left(a_{44} b_{4} c_{4}^{2}+a_{55} b_{5} c_{5}^{2}+a_{66} b_{6} c_{6}^{2}\right)\right)+c_{2}\left(2+3\left(-1+120\left(a_{42} b_{4}\right.\right.\right. \\
& \left.\left.-\left(a_{53}+a_{55}\right) b_{5}-a_{66} b_{6}\right) c_{1}\right) c_{4}+180 b_{1} c_{1}^{3}\left(-c_{1}+c_{4}\right)+180\left(2 a_{53} b_{5} c_{3} c_{4}+b_{3} c_{3}^{3}\left(-c_{3}+c_{4}\right)+22 a_{53} b_{5} c_{1} c_{5}+\right. \\
& 2 a_{55} b_{5} c_{1} c_{5}-2 a_{62} b_{6} c_{1} c_{5}-2 a_{53} b_{5} c_{3} c_{5}-2 a_{62} b_{6} c_{3} c_{5}+2 a_{55} b_{5} c_{4} c_{5}-2 a_{55} b_{5} c_{5}^{2}+b_{5} c_{1} c_{4} c_{5}^{2}-b_{5} c_{1} c_{5}^{3}+ \\
& \left.\left.\left.2 a_{42} b_{4}\left(c_{3} c_{4}-\left(c_{1}+c_{3}\right) c_{5}\right)+2 b_{6}\left(a_{62}\left(c_{1}+c_{3}\right)+a_{66}\left(c_{1}+c_{4}\right)\right) c_{6}+b_{6}\left(-2 a_{66}+c_{1} c_{4}\right) c_{6}^{2}-b_{6} c_{1} c_{6}^{3}\right)\right)\right)+ \\
& c_{3}\left(-2+180 b_{1} c_{1}^{3}\left(c_{1}-c_{5}\right)+3 c_{5}+360 a_{42} b_{4} c_{1}\left(-c_{4}+c_{5}\right)+180\left(-2 a_{44} b_{4}\left(c_{1}-c_{4}\right)\left(c_{4}-c_{5}\right)+c_{1}\left(2 a_{53} b_{5}\left(c_{4}-c_{5}\right)\right.\right.\right. \\
& \left.\left.\left.\left.+b_{4} c_{4}^{2}\left(c_{4}-c_{5}\right)+2\left(a_{62}+a_{66}\right) b_{6} c_{5}\right)-2 b_{6}\left(a_{62} c_{1}+a_{66}\left(c_{1}+c_{5}\right)\right) c_{6}+b_{6}\left(2 a_{66}-c_{1} c_{5}\right) c_{6}^{2}+b_{6} c_{1} c_{6}^{3}\right)\right)\right)
\end{aligned}
$$

Use assumption (3.9) to get
$b_{1}^{\prime}, b_{2}^{\prime}, b_{3}^{\prime}, b_{4}^{\prime}, b_{5}^{\prime}$ and $b_{6}^{\prime}$

## Minimization of Local Truncation Error

Using the explicit expressions of the above solution, the $7^{\text {th }}$ order (or principal) local truncation error $\left\|\tau^{(7)}\right\|$ and $\left\|\tau^{\prime(7)}\right\|$ can be found explicitly. This is done by substituting the solutions into the principal truncation error coefficients of the $7^{\text {th }}$ order equations given by

$$
\begin{equation*}
\left\|\tau^{(7)}\right\|=\sqrt{\sum_{j=1}^{N_{7}} \tau_{j}^{(7)}}, \quad\left\|\tau^{\prime(7)}\right\|=\sqrt{\sum_{j=1}^{N_{7}^{\prime}} \tau_{j}^{\prime(7)}} \tag{18}
\end{equation*}
$$

where

$$
\begin{aligned}
& \tau_{1}^{(7)}=\tau_{2}^{(7)}=\tau_{3}^{(7)}=\sum_{i=1}^{6} b_{i} c_{i}^{5}-\frac{1}{42}, \tau_{4}^{(7)}=\sum_{i, j=1}^{6} b_{i} c_{i}^{2} a_{i, j} c_{j}-\frac{1}{252}=\tau_{5}^{(7)}, \tau_{6}^{(7)}=\sum_{i, j=1}^{6} b_{i} c_{j}^{2} a_{i, j} c_{i}-\frac{1}{504} \\
& \tau_{7}^{(7)}=\tau_{8}^{(7)}=\tau_{9}^{(7)}=\sum_{i, j=1}^{6} b_{i} c_{j}^{3} a_{i, j}-\frac{1}{840}, \tau_{10}^{(7)}=\sum_{i, j, k=1}^{6} b_{i} a_{i, j} a_{j k} c_{k}-\frac{1}{504}
\end{aligned}
$$

The expression is a little lengthy but it can be used easily with a minimization package in order to find an optimal value for $\left\|\tau^{(7)}\right\|$ and $\left\|\tau^{\prime(7)}\right\|$ and numerically minimize to choose values for the free parameters. The resulting 6 -stage order 6 PDIRKN method is expressed in Butcher tableau below


The stability interval of the method is examined using (6) and obtain the amplification matrix given by
$R(z)=\left[\begin{array}{ccc}1+\frac{1}{2} z+\frac{34}{125} z^{2}+\frac{41}{500} z^{3}+\frac{3}{200} z^{4}-\frac{1}{2500} z^{5}-\frac{11}{5000} z^{6} & 1+\frac{21}{125} z+\frac{21}{250} z^{2}+\frac{9}{400} z^{3}+\frac{1}{500} z^{4}-\frac{1}{500} z^{5}-\frac{1}{50} z^{6} \\ \frac{31}{100} z+\frac{129}{1250} z^{2}+\frac{1}{50} z^{3}+\frac{1}{500} z^{4}-\frac{7}{5000} z^{5}-\frac{1}{500} z^{6} & 1+\frac{2}{25} z+\frac{11}{500} z^{2}+\frac{1}{250} z^{3}-\frac{3}{2000} z^{4}-\frac{1}{625} z^{5}-\frac{49}{50000} z^{6}\end{array}\right]$
A boundary locus plot of $R(z)$ gives the stability interval of approximately ( $-3.2,0$ ).The stability region of the 6 -stage PDIRKN method is shown in figure (2), where the stability region lies inside the boundary.


Figure 2: Stability Region for the 6-Stage PDIRKN Method
In order to implement the method in variable step size setting we would have to embed a lower order method, while using same function evaluations as the sixth order method. This means that the higher and lower order methods share the same matrix A and vector c but they have different weight vectors $\hat{b}$ and $\hat{b}^{\prime}$

## Numerical Examples

In this section, we present some problems which will be tested by the new method. The method was implemented sequentially since parallel computers were not readily available. We compare the new method derived in this paper with the analytical solution. The numerical results are given in Tables 2 and 3 and the nations used are as follows:
H-Step size, FCN - Number of function evaluations, STEP - Number of steps, EMAX- Max $\left\|y_{n}-y\left(x_{n}\right)\right\|$ that is, the absolute value of the computed solution minus the exact solution.
Example 1

$$
y^{\prime \prime}=-y, y\left(x_{0}\right)=0, y^{\prime}\left(x_{0}\right)=1,0 \leq x \leq 10
$$

with analytical solution $y(x)=\sin (x)$
Example 2

$$
y^{\prime \prime}=-25 y, y(0)=0, y^{\prime}(0)=5
$$

with analytical solution $y(x)=\sin (5 x)$
The numerical results for the two examples above are depicted in Tables 2and 3. One measure of the accuracy of a method is to examine EMAX, the maximum error which is defined as the absolute value of the computed solution minus the analytical solution.

Table 2 Numerical Results for Example 1

| H | FCN | STEP | EMAX |
| :---: | :--- | :--- | :--- |
| $\frac{1}{2}$ | 950 | 95 | 1.043822187 |
| $\frac{1}{4}$ | 1890 | 189 | $8.787876 \times 10^{-2}$ |
| $\frac{1}{8}$ | 3550 | 386 | $5.4388997 \times 10^{-2}$ |
| $\frac{1}{10}$ | 4620 | 462 | $3.3768231 \times 10^{-3}$ |
| $\frac{1}{16}$ | 7220 | 722 | $1.8982962 \times 10^{-3}$ |
| $\frac{1}{20}$ | 9510 | 951 | $8.1211125 \times 10^{-4}$ |
| $\frac{1}{250}$ | 93140 | 9314 | $5.1293866 \times 10^{-4}$ |

Table 3 Numerical Results for Example 2

| H | FCN | STEP | EMAX |
| :--- | :--- | :--- | :--- |
| $\frac{1}{2}$ | 2310 | 231 | 0.119492675 |
| $\frac{1}{4}$ | 5330 | 533 | $8.86332473 \times 10^{-2}$ |
| $\frac{1}{10}$ | 12660 | 1266 | $2.35642176 \times 10^{-3}$ |
| $\frac{1}{25}$ | 26230 | 2623 | $1.592566935 \times 10^{-3}$ |
| $\frac{1}{50}$ | 136550 | 13655 | $7.481039222 \times 10^{-4}$ |
| $\frac{1}{100}$ | 253420 | 25342 | $1.540506182 \times 10^{-4}$ |
| $\frac{1}{200}$ | 1356720 | 135672 | $8.392525871 \times 10^{-4}$ |

## DISCUSSION OF RESULTS AND CONCLUSION

## Discussion of Results

The use of the usual test based on computing the maximum global error over the whole integration interval has been employed since it gives a more significant measure of efficiency. As it can be observed from Table 2 and Table 3, the numerical results compared favourably with the analytic solution. In terms of the global error, the higher the number of steps the smaller is the error produced.

## CONCLUSION

In this paper, a class of a six-stage, 3-parallel, 3-processors sixth order diagonally implicit RKN method for the numerical of the special second order IVP (1) have been developed. The new method have the properties of minimized local truncation error coefficients as well as appropriate region of stability which is recommended for solving ODE problems possessing oscillatory solutions. Also, numerical tests were performed using sequential computer and from the results depicted in Tables 2 and 3, it is observed that the new method performed favourably with the analytic solution. In a future research, the
method will be implemented on parallel codes with variable step size and to be compared with sequential code.
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