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ABSTRACT 

Since customers are the foundation of any successful business, companies must prioritize making sure they are 

satisfied. However, due to increased corporate competition, the importance of customers’ and marketing tactics 

more informed conduct in the past few years, client attrition is a significant problem and is acknowledged as 

one of the top concerns among businesses. Organizations must take a number of measures to address the 

problems with churn brought on by the services they offer. Customer attrition strategies are essential in the 

fiercely competitive and rapidly changing telecom industry. Utilizing machine learning methods, assess the 

possibility that a client will leave a firm. This research uses logistic regression, random forest, and big data to 

predict customer attrition in the telecom sector. A large-scale logistic regression analysis has been used to assess 

the probability of churn as a function of a variable set or customer attribute. Similarly, based on how close a 

feature is to customers in each class, random forest is employed to ascertain if or not a customer churns. This 

research makes use of information from the Kaggle website to forecast and examine churn. According to the 

results of the study show that 0.84 percent is the area under the curve., and the forecast precision rates for 

consumer churn using linear regression and random forest are 0.80 and 0.79 percent, respectively. 
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INTRODUCTION 

Since the telecommunications industry is one of the biggest in 

the world, technological developments and an expanding 

number of operators have made it more competitive. 

Telecommunications companies have developed a variety of 

methods to make substantial profits in order to thrive in this 

ruthless industry. In order to improve client retention, 

companies must reduce the likelihood of customer churn, 

which is the transfer of clients from one service provider to 

another (Prabadevi et al., 2023). Customer turnover is 

considered a significant problem in service businesses as the 

level of competition increases intense (Zhao et al., 2021). 

Furthermore, machine learning approaches are becoming 

more and more effective in predicting this customer attrition, 

according to Srinivasan et al. (2023) and Karamollaoglu et al. 

(2021). Estimating the amount of clients that are presently 

utilizing a business and providing solutions to lower large 

attritions is the basic concept underlying forecasting client 

attrition within the telecom sector. It is now vital to calculate 

churners before they discontinue a telecommunications 

service because of the fierce rivalry among enterprises. 

Developing prediction methods in addition to churn 

prediction is even more critical given the vital role that the 

telecom industry plays. The significance of user retention in 

this industry is only partially supported by research (Shields, 

2021).  Shields (2021) asserts that a 1% increase in customer 

retention movement might potentially lead to a 5% increase in 

the total number of firm shares. In the telecom industry, the 

yearly rate of customer attrition was 27%, with a monthly ratio 

of 2.2%, according to Wagh et al. (2023). 

However, maintaining clients in the telecommunication 

company has become a nightmare because of the emergence 

of competing services (Wagh et al., 2023). An inventive data 

mining technique to detect customer attrition was proposed by 

Ahmad et al. (2019) utilizing machine learning methods such 

as NN (Neural Networks) and SVM (Support Vector 

Machine). The results showed how much more accurate 

machine learning algorithms are in forecasting customer 

attrition. Sana et al. (2022) adopted a machine learning model 

to address the problem of customer attrition in major telco 

businesses. Based on the volume, velocity, and variety of the 

data, they showed how big data significantly enhances the 

process of determining client attrition. In 2020, Li and Zhou 

investigated the issue of client attrition in big data platforms. 

The characteristics of the social network analysis application 

enhance the results of assessing attrition in the telecom 

industry. (Ahmad and others, 2019).  

At between 20 and 40 percent, the churn rate in the 

telecommunications sector has been the greatest of any other 

industry (Ribeiro et al., 2023). This essentially affects the 

company's finances because five to 10 times as much is spent 

to gain a new user as it does to retain a current one 

(Petropoulos et al., 2022). Today's businesses want to build 

trusting relationships with their clients (Mandal, 2023). 

Therefore, it is now thought that the most effective marketing 

approach is to hold onto existing consumers, or, to put it 

another way, to address customer attrition (Shobana et al., 

2023). Although machine learning approaches have improved 

prediction accuracy when applied to huge, highly 

dimensional, nonlinear datasets, they are still perceived as 

challenging to apply in real-world scenarios (Aghaabbasi and 

Chalermpong, 2023). For example, ANN, a well-liked 

machine algorithm technique, are used to solve the churn 

prediction problem (Saghir et al., 2019). Supervised learning 

techniques called SVM analyze data and identify trends 

(Sarker, 2021). Regression and classification analysis are their 

main applications. Decision trees (DT) are another machine 

learning application, however they are not very good at 

identifying intricate and non-linear correlations between 

characteristics.  

Neural networks are expected to outperform decision trees in 

comparison, according to Lu et al. (2022). However, a 

Decision Tree's accuracy level regarding the problem of 

customer turnover may be higher depending on the data type 

(Zhao, 2023). Comparably, the Naive Bayes classifier has 

demonstrated superior prediction rates compared to other 

popular algorithms such as Decision Tree (Ahmad et al. 2019) 

and has yielded positive findings for the telecom sector's 
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churn prediction challenge (Wagh et al., 2023).  Since The 

random forest method can complete the work, and the logistic 

regression algorithm is employed to calculate the risk of 

attrition without any prior knowledge of the variables set or 

client attributes of classification, the dissemination of data, 

both algorithms were chosen for this study. It is useful to 

compare the two algorithms in order to predict customer churn 

and address the factors that affect client retention. The 

algorithms Random Forest and Logistic Regression 

outperform others based on many benchmark data sets. 

Models of machine algorithms were compared by 

Karamollaoğlu et al. (2021). The study found that neural 

networks outperform logistic regression and decision trees by 

a little margin. A comparison research on forecasting 

customer churn discovered that the accuracy levels of decision 

trees and BPN were 94%, SVM was 93%, and logistic 

regression was 86% conducted by Lu et al. (2022). SVM 

approaches are believed to have better predictive performance 

and have been extensively studied for predicting customer 

attrition (Nguyen et al., 2022). According to Wibawa et al. 

(2019), Naive Bayes evaluates the probability that a user will 

remain with their present service provider or choose to use a 

different one.  

The book written by Fredrick Winslow "The Principles of 

Scientific Management" popularized early 1900s scientific 

management practices, is credited with helping to establish 

big data (Dar, 2022). More modern data analytics and 

dashboards are preceded by data visualization (Michele et al., 

2019). In the future, database technology will be needed to 

make sense of enormous volumes of data management, data 

gathering, Data analysis and extraction were employed (Dash 

et al., 2019). (Ku-Mahamud and Basim Alwan, 2020) "Big 

data" explains the event and examination of "large" data 

collections. In the same context, numerous scholars have 

asserted that technological advancements are what drive and 

advance data processing and analysis. 

Favaretto et al. (2020) provided a comprehensive definition 

and description of the methods used to manipulate geocoded 

data; they are more helpful for analysis than for strategy 

development and even less helpful for decision-making. 

Furthermore, Saini and Bansal (2023) consider geomarketing 

to be an effective marketing tactic that aids decision-makers 

in resolving certain pressing concerns. 
As big data becomes more popular, a worldwide strategy or 

roadmap that helps IT divisions not just implement big data 

efforts but also maximize their usage to accomplish corporate 

objectives is becoming more and more necessary. It looks at two 

basic types of data: transactional data, which is utilized to transmit 

purchasing data as well as structured data, often referred to as 

relational information, which is the compilation of logs of 

transactions that a business may generate. However, incidental or 

non-transactional data are formed in reaction to a transaction; they 

would be considered disorganized data if they lacked structure.  

Data is an intellectual property or intangible good. In the 1800s, 

data administration was described as the creation, 

implementation, and oversight of plans, policies, programs, and 
procedures that regulate, safeguard, provide, and increase the 

value of data and information assets by the Data Management 

Body of Knowledge (DAMA-DMBOK). Over the past 20 

years, the big data age has expanded significantly across 

numerous industries. Big data analytics has transformed the 

contemporary marketing process (Islam, 2024). Furthermore, 

Gartner predicts that big data will soon be accepted as the 

norm (Dash et al., 2019).  The customer has taken the lead, 

and the main factor influencing the transaction represents the 

possible worth of the huge data on consumer behavior. The 

early 2000s saw the rise in popularity of big data. In order to 

effectively extract value from very large volumes of diverse 

data, big data technologies are a new breed of architectures 

and technologies that allow high-velocity data gathering, 

discovery, and/or analysis (Batko & Ślęzak, 2022). 

Roberts (2023) defines big data as 3V, which stands for 

volume, velocity, and variety. According to Jabeen (2020), 

Big data technologies are used to economically derive useful 

information from enormous volumes of varied data. A new 

breed of technologies and architectures that allow for high-

velocity acquisition (streaming data), discovery, and/or 

analysis, up to petabyte volumes (Berisha et al., 2022). Data 

quantities that fall within the terabyte, petabyte, exabyte, and 

zettabyte categories form the foundation of the continuum of 

data, regardless of how big or small it is. While data variety 

can be divided into organized, unstructured, and semi-

structured categories, data velocity can be divided into batch, 

real-time, and flow categories. 

Cavlak and Cop (2021) define big data as an extremely high 

volume of unstructured information that comes from a wide 

range of sources, such as websites, surveys, social media, chat 

forums, Twitter trends, Facebook, scholarly publications, and 

more. Its quick inclusion in many formats enables tools for 

processing and analyzing database administration. Data 

analytics is the study of current data to examine the corporate 

environment, including customer behavior, and to investigate 

marketing trends and potential customers. The largest issue is 

figuring out how to sort through the enormous amount of data 

collected from multiple sources in order to uncover all the 

hidden information. Conventional market research sometimes 

includes surveys, focus groups, and interviews conducted at 

malls. Big Data looks at what people say about their behavior 

in the past, present, and future. In addition to monitoring 

people's actions, it's also a good idea to predict future trends. 

This is helpful because of Big Data's capacity to manage 

massive volumes of unstructured, real-time data (Udeh et al., 

2024).  

 

MATERIALS AND METHODS 
In a corporate context, predicting customer churn is used to 

describe a company's attempts to retain customers that are more 

prone to stop their use of its services. By classifying which 

consumers are likely to leave and which won't, this study lowers 

the churn rate. Since it can be challenging to obtain new 

customers, keeping existing ones is essential. 

Attrition can be decreased by carefully examining the previous 

actions of the most significant clients. Potential churning 

customers can be identified by appropriately assessing the 

substantial amount of customer data that is controlled. Operators 

have a number of alternatives for anticipating and preventing 

customer churn by analyzing the feasible data in different ways. 

Figure 1 illustrates the procedures used for the suggested system.
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Figure 1: Proposed churn prediction system architecture (Source: Ahmad et al., 2019) 

 

Procedures for The Suggested System 

Data Gathering 

The information that can be analyzed in a telecommunication 

dataset was gathered and used to create predictions. 

 

Data preprocessing 

Three steps constitute preprocessing of data: feature selection, 

data transformation, and data cleaning. The actions listed 

below are utilized: To better fit the selected models, two 

explanatory variables in the data transformation procedure is 

capable of being transformed from binary to binomial. 

Imputation, or dealing with missing data, is a step in the data 

cleaning process. Since missing data cannot be handled by 

some of the chosen techniques; values that are unavailable can 

be translated using the median, mean, or zero. Nonetheless, it 

is better to use statistically calculated values to fill in the 

missing data. The used data set contained missing values for 

a few numerical variables and two categories. Among the 

most important components which could impact the model's 

performance prior to instruction is chosen. 

 

Data Preparation 

Data preparation's primary objectives revolve around speed 

up data processing and enhance data quality. To arrive at a 

definitive conclusion, the data must be prepared, imputation 

of missing values, discretization of numerical variables, 

feature selection of the most valuable variables, switching 

between discrete value sets, and variable generation are all 

examples of data preparation techniques. Imputation is the 

process of using an estimate from the final values to replace 

the missing values with the whole set of data. The basis for 

generating fresh variables generated by data is transformation 

and discretization. Two new factors were developed in order 

to measure the voice and transformation in data use. Prior to 

reviewing the data, it needs to be cleaned and prepared so that 

the right results can be obtained from it. In order to avoid 

producing inaccurate results, data must be accurate in order to 

eliminate unnecessary information and mistakes. The attrition 

assessment of the telecom data in this study aims to find 

possible clients who may switch service providers. The 

outcome demonstrates how likely that every client will depart. 

Using logistic regression, the churn analysis is carried out. 

Instead of using a continuous output variable, a statistical 

technique known as logistic regression employs a categorical 

one. For logistic regression, the range of possible outcomes is 

restricted to zero and one. 

 

Data Prediction 

Given the company's emphasis with the end result, it is critical 

to present the outcomes in an intelligible virtual format so that 

it can provide the necessary forecasts and generate revenue. 

Several elements work together to achieve the same objective. 

 

Data Visualization Tools 

Using visualization tools is the best way to communicate 

findings. Important patterns that would be missed if only 

statistics were considered can be discovered by visually 

representing data. Jupyter is one of the data visualization tools 

used in this study. Reports can be produced using Microsoft's 

Jupyter business analytics application. Data from the research 

is currently been cleansed, and the findings have been added 

to a prediction file, which will be utilized to graphically depict 

the appearance of the data and importance. 

 

Dataset Analysis 

The work predicts and analyzes churn using datasets from the 

Kaggle website. Kaggle's open-source online dataset served 

as the inspiration for the dataset. The dataset initially had 21 

columns and 7043 rows. ML tournaments are held on the 

Kaggle website and community. Rivalry machine learning 

might be the best method for them to explain and refine their 

skills. Additionally, users can compete to overcome the 

challenges of data science. For this dataset, pre-processing 

procedures include:  

i. Adding null values to the blank spaces in the total charges 

column; 

ii. lowering the percentage of null values in the total charges 

column, which has 15% missing data; and 

iii. transforming the data into a float format. Afterwards, the 

categorical column is changed to tenure, separated are 
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the numerical and category columns, as well as the 

dropout and non-dropout clients. 

iv. and the values for SenioCitizen are changed to 0 for No 

and 1 for Yes. 

 

Model Construction 

Many methods had been suggested for forecasting the loss of 

clients in the telecom company. This study will make use of 

Logistic Regression and Random Forest to evaluate the 

suggested feature subsets. 

 

Random Forest  

To predict client attrition, the Random Forest machine 

learning technology will be employed. It is an amalgam of 

various decision trees. It uses the bagging methodology to get 

results and is a decision tree ensemble learning technique for 

classification and regression issues. Weak learners band 

together to create stronger learners in group learning. 

Bootstrap Aggregation, often known as bagging, is employed 

to reduce the Decision Tree's variation. It is an ensemble 

approach to machine learning that generates accurate results 

by combining predictions from different machine learning 

algorithms.  Probst et al. (2019) claim that Random Forest's 

default hyper-parameters are quite effective at avoiding 

overfitting and yield good results. In Random Forest, the 

output that was consistent across all decision trees was used 

to determine the final projected class. During the training 

phase, it constructs an enormous quantity of decision trees and 

shows the class as the mode or the average prediction for 

every tree. Because Random Forest is fast and can handle 

missing and unbalanced data, it will be used in this study to 

forecast customer attrition (Qin et al., 2022). 

 

Logistic Regression 

This is the best regression analysis model to use when there is 

a variable that is binary-dependent. Logistic regression has 

been used to assess the likelihood of customer turnover based 

on a set of customer behaviors or characteristics (Sultan et al., 

2021). Jain et al. (2020) claim that logistic regression is also 

utilized to calculate the probability that a customer will depart. 

Despite being used in a variety of settings, such as the context 

of pediatric ADHD (Mooney et al., 2022), logistic regression 

has also been used in customer analysis. Martínez et al. (2020) 

forecasted partially faulty clients in a retail setting using 

logistic regression. Multinomial regression has been used to 

predict the client's future profitability based on their 

demographic information and past book club purchases 

(Sleiman et al. 2022). A logistic regression can only employ 

one dependent variable. Logistic regression employs 

maximum likelihood estimation following the conversion of 

the dependent into a logistic variable (Idriss et al., 2023). The 

logistic regression mathematical formulas are: 

𝑃(𝑏) = 1|𝛼𝑖 , … . . , 𝛼𝑚) = 𝐹(𝑏)     

𝐹(𝑏) =  
1

(1+𝑒−𝑏)
     

𝑏 =  𝛽0 + 𝛽1𝛼1 + 𝛽2𝛼2 + ⋯ + 𝛽𝑚𝛼𝑚    

Where 𝛽0 is a constant, b is every individual e target variable, 

and y is a binary label class one or zero, 𝛼1. 𝛼2, … . , +𝛼𝑚 is 

the variables of predictor for every customer 𝑒 from which 𝛼 

is to be predicted.  

After the client datasets are evaluated to produce the 

regression equations, the process of evaluating each customer 

in the dataset is finished. A customer could end up churning 

if their p value is higher than a predetermined value. A 

threshold value will be used to divide the logistic regression 

model's continuous probability outcomes into two categories. 

In this study, churners and non-churners will be distinguished 

by the threshold value. Typically, 0.5 is chosen as this cutoff 

value. 

 

Implementation of the system 

The telecom operator uses a big data platform to build a churn 

prediction system. The Hortonworks data platform, or HDP, 

has become more well-known since it is a free and open-

source framework. The Apache 2.0 license governs its use. 

Numerous tools and open-source software are part of this data 

platform. These tools are used in conjunction with freely 

available software. Each HDP tool group is classified based 

on a particular field of expertise, such as governance 

integration, operations, security, data access, and management 

of data. The application of machine learning in large data 

systems for telecom customer churn prediction will be 

provided in this research, which combines software and 

hardware resources. 

 

System Requirements 

For the software to run correctly, the aforementioned 

operating system and hardware specifications are essential: 

The necessary pieces of hardware: 

i. 32 kb RAM capacity. 

ii. 2 GB hard disk capacity. 

 

Voltage stabilizer  

This facilitates the computer system's ability to control the 

voltage required to avoid system electrical destruction. 

 

Software Requirements 

Microsoft Disk Operating System (Windows) 

The graphical operating system Microsoft Windows was 

developed and made available. It is commonly referred as Win 

or Windows. It provides a way to access the Internet, save 

files, run programs, play games, and watch videos. 

 

Phyton 3.9 

Python programming language is a versatile language. This 

programming language can be used to develop desktop and 

web-applications. Additionally, Python is utilized to create 

complex mathematical and scientific applications. Python is 

designed with essential features to enhance data visualization 

and analysis. 

 

Evaluation of the Results 

Four metrics will be used in this study to assess the forecasts' 

accuracy. Accuracy, F-score, precision, and recall are the four 

metrics. The ratio of correctly identified cases to all correctly 

and mistakenly classified cases is known as precision. 

The following is an explanation of the precision equations:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
   

The proportion of correctly categorized cases to all correctly 

classified and unclassified instances is known as the recall. 

Recall is represented mathematically by the following 

equation: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
    

The F-score, which is thought to be a useful measure of the 

link between precision and recall metrics, is obtained by 

combining them. Here's an illustration of it. 

𝐹 𝑠𝑐𝑜𝑟𝑒 =  
2𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑐∗𝑅𝑒𝑐𝑎𝑙𝑙 𝑐

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑐+𝑅𝑒𝑐𝑎𝑙𝑙 𝑐
    

In a similar vein, accuracy gives the percentage of all 

predictions that were computed properly.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
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Discussion of Findings 

This section examines and explores the use of big machine 

learning data approaches, specifically logistic regression and 

random forest, to estimate customer attrition in the telecom 

industry. The effectiveness of the logistic regression and 

random forest algorithms in reducing churn rates in the 

telecom industry is also covered in this chapter. 

The study was carried out using the Cross Industry Standard 

Process for Data Mining (CRISP-DM) methodology. It 

provided a standard design and principles for data miners. 

This methodology consists of five steps: data collection, pre-

processing, preparation, prediction, and visualization tools. 

Chapter 3 on System Design covered the data collection 

phase. 

 

Pre-Processing of Data  

Careful preparation and a deep understanding of the data were 

required to conduct machine learning research. The CRISP-

DM process's second stage is all about gathering data, 

analyzing it, assessing its quality, and making inferences from 

it. The original telecom customer data was obtained via the 

Kaggle website. A thorough statistical and visual analysis of 

the data was conducted using Python. 

 

Dataset  

The telecom customer dataset comprises 21 variables with 

information from 7043 entries. A boolean variable known as 

the closed target variable reveals whether a customer was kept 

or churned. The descriptive analysis of the turnover rate by 

gender is displayed in Figure 2.

 

 
Figure 2: Descriptive analysis of churn rates by gender 

 

The telecom industry's churn rate distribution is depicted in 

Figure 3. 73.37% of consumers did not churn or stop utilizing 

the company's services, however 26.58% of customers did, 

according the statistical analysis of the telecom dataset. 

 

 
Figure 3: Distribution of churn rates 

 

Correlation Analysis  

The correlation analysis of the data used is shown in Figure 4 

in order to investigate the link between the independent and 

dependent variables as well as to identify multicollinearity 

among the independent characteristics. Since this includes 

both continuous and categorical data, the "Spearman" 

correlation technique was used to determine correlation. 
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Figure 4: Correlation bar of the variables 

 

The correlation bar in figure 4 showed that the variables 

"MonthlyCharges" and "TotalCharges" had the strongest link 

with the churn rate. Its connection with the target variable is 

weak. 

Outlier Analysis  

Check Figure 5 for any data outliers."TotalCharges" was the 

variable that was analyzed. Analysis was used to establish 

whether the outliers belonged to the minority class because of 

the extreme imbalance in the data. Since doing so may cause 

information loss, no outlier that is presented in a minority 

class can be removed. The output was created with the 

turnover rate in mind to give information on outliers. 

 

 
Figure 5: The outlier of the dataset 

 

Eleven entries lack the Total Charges, according to the 

investigation. Based on the data collection from the previous 

phase, many data pre-processing processes were carried out to 

produce the final dataset for the experiment. During the pre-

processing step, missing values were fixed, the data were 

encoded, normalized, features were selected, features were 

extracted, the data were standardized, and lastly, the data were 

separated. 

Handling Missing Values  

When the descriptive analysis was done on the telecom 

customer dataset, no missing values were discovered. It was 

observed that the telecom customer dataset contained 7043 

records with the value "True". All of those records from the 

dataset were visualized using the Python drop command. 

Figure 6 provides a detailed summary of the dataset that was 

used.
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Figure 6: The overview of the dataset 

 

Modelling 

The Logistic Regression method and the sklearn.linear_model 

class were used to generate the Logistic Regression model in 

Python. Sklearn, often known as Scikit Learn, is an open-

source machine learning package for Python. There are many 

different supervised and unsupervised learning methods 

available.  

The Random Forest was built using the Python 

sklearn.ensemble class. The Random Forest algorithm is 

based on ensemble learning. Ensemble learning uses a variety 

of machine learning models to enhance dataset predictions. 

Table 1 and Figures 7 and 8 show the classification results for 

the logistic regression and random forest approaches. 

Precision, recall, and f1-score are used to quantify accuracy. 

 

Table 1: Classification outcomes 

Model Recall Precision F1 Score 

Logistic Regression 0.559614 0.658171 0.605009 

Random Forest 0.508010 0.650574 0.570560 

 

The classification results for the logistic regression utilizing 

recall, precision, and F1-score to assess accuracy are 

displayed in Figure 7. 

Table 1 shows that the dataset's accuracy value for the logistic 

regression is greater than the F1 and recall score. Recall and 

F1 are less significant than accuracy. 

The random forest classification outcomes are shown in 

Figure 8, with recall, precision, and f1-score indicating 

accuracy.  

 

 
Figure 7: Logistic Regression for the telecom dataset 

 
Figure 8: Random forest for the telecom dataset 

 

Comparison of Accuracy of Logistic Regression and Random Forest Dataset of Algorithms 

Table 2 shows the comparison of the two models used in this research work. 

 

Table 2: A comparison of the accuracy of the models 

Model Accuracy 

Logistic Regression 0.805676 

Random Forest 0.796672 
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It is clear from Table 2 that the logistic regression's accuracy 

has outperformed the random forest classifier's accuracy. 

 

RESULTS AND DISCUSSION  

Predicting customer attrition in the telecom sector was the 

main emphasis of the study's findings. The personality of the 

customer determines a company's capacity to enhance 

customer service and inspire the telecom industry's overall 

performance. The study's expected results show that the 

classification accuracy of the proposed method has improved. 

Thus, it can be concluded that the logistic regression 

classifier's accuracy has exceeded the random forest 

classifier's. 

The objective of this study was to compare the effectiveness 

of Logistic Regression and Random Forest models in 

forecasting customer attrition within the telecom sector. 

Following extensive data pre-processing, including 

addressing missing values, encoding, normalization, and 

feature engineering, both models were trained and evaluated 

on the prepared dataset. 

 

Classification Performance 

Table 1 provides a detailed breakdown of the classification 

performance for both models, focusing on Recall, Precision, 

and F1-Score. 

The Logistic Regression model exhibited a Recall of 

approximately 0.560, indicating it correctly identified about 

56% of actual churners. Its Precision stood at roughly 0.658, 

meaning that about 65.8% of customers predicted to churn by 

the model actually did. The F1-Score for Logistic Regression 

was 0.605, representing a balanced measure of its precision 

and recall. 

In contrast, the Random Forest model showed a slightly lower 

Recall of approximately 0.508, identifying about 50.8% of 

actual churners. Its Precision was comparable to Logistic 

Regression at around 0.651. The F1-Score for Random Forest 

was 0.571, also slightly lower than that of Logistic 

Regression. 

While the document emphasizes accuracy as the primary 

metric, the F1-Score and Recall are crucial for churn 

prediction. A high Recall is vital for telecom companies as it 

minimizes false negatives, ensuring that fewer customers at 

risk of churning are missed, allowing for proactive 

intervention. Conversely, high Precision reduces false 

positives, preventing the wasteful allocation of resources on 

customers who are not actually at risk. The Logistic 

Regression model demonstrates a better balance between 

these metrics in this specific context. 

 

Overall Model Accuracy 

Table 2 presents a direct comparison of the overall accuracy 

achieved by both models. As shown, the Logistic Regression 

model achieved an accuracy of 0.805676, slightly 

outperforming the Random Forest model, which recorded an 

accuracy of 0.796672. This indicates that Logistic Regression 

correctly classified a marginally higher percentage of 

customers (both churners and non-churners) compared to 

Random Forest. 

 

Discussion 

The results suggest that, for this particular telecom customer 

dataset, Logistic Regression was marginally more effective 

than Random Forest in overall churn prediction accuracy. 

This finding is notable because Random Forest, as an 

ensemble method, often excels in capturing complex, non-

linear relationships within data, which are typically prevalent 

in customer behavior. However, Logistic Regression, despite 

its simpler, linear assumptions, performed commendably. 

This could imply several factors: 

i. Linear Separability: The underlying relationship between 

the features and customer churn in this specific dataset 

might be predominantly linear or close to linear. In such 

cases, Logistic Regression can perform very well and 

sometimes even surpass more complex models. 

ii. Data Characteristics: The extensive pre-processing, 

including normalization and feature engineering, might 

have transformed the data in a way that made it more 

amenable to Logistic Regression. Well-engineered 

features can significantly boost the performance of 

simpler models. 

iii. Hyperparameter Tuning: While both models were 

presumably optimized, slight differences in 

hyperparameter tuning efficacy could contribute to the 

observed performance gap. 

iv. Interpretability vs. Complexity: Logistic Regression 

offers greater interpretability, allowing businesses to 

understand the direction and magnitude of the impact of 

various factors on churn probability. While Random 

Forest is powerful, its "black box" nature can make it 

harder to extract actionable insights directly from the 

model's structure. In scenarios where interpretability is 

highly valued alongside predictive power, Logistic 

Regression gains an advantage. 

Despite the marginal difference in accuracy, both models 

demonstrate reasonable performance in identifying customer 

churn. The choice between them for deployment in a real-

world scenario would depend on additional considerations, 

such as the specific business goals (e.g., maximizing 

identified churners vs. minimizing false alarms), 

computational resources, and the need for model 

interpretability. 

 

Findings 

The study, focused on forecasting customer attrition in the 

telecom sector, revealed the following key findings: 

i. Data Preparation is Crucial: The initial dataset of 7043 

records required meticulous pre-processing, including 

addressing 11 missing 'TotalCharges' entries, along with 

standard steps like encoding, normalization, and feature 

engineering, to prepare it for model training. 

ii. Both Models Show Promise: Both Logistic Regression 

and Random Forest models were found to be effective in 

predicting customer churn. 

iii. Logistic Regression Slightly Outperforms Random 

Forest:  

a. Accuracy: Logistic Regression achieved a higher overall 

accuracy (0.805676) compared to Random Forest 

(0.796672). 

b. Recall: Logistic Regression also showed a better recall 

(0.559614 vs. 0.508010), meaning it was more successful 

at identifying actual churners. 

c. F1-Score: The F1-Score for Logistic Regression 

(0.605009) was slightly better than Random Forest 

(0.570560), indicating a better balance between precision 

and recall. 

iv. Implications: The superior performance of Logistic 

Regression, despite its simpler nature, suggests that the 

underlying relationships in this specific telecom churn 

dataset might be effectively captured by linear models, or 

that the extensive pre-processing made the data more 

conducive to such models. 
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CONCLUSION 

Machine learning and big data analysis greatly simplify the 

telecom industry's churn forecasting procedure. This work 

combines big data with logistic regression and random forest 

to predict customer attrition for the telecom sector using 

machine learning on a big data platform. According to the 

survey's statistical results, 26.58% of consumers stopped 

using the telecom company's services, while 73.37% of 

consumers did not. The results of the survey also showed that 

monthly and total costs have a major impact on the telecom 

industry's churn rate. Additionally, the results of the study 

showed that the logistic regression classifier outperformed the 

random forest classifier in terms of accuracy. 

 

Contributions to Knowledge 

This study contributed to our understanding of the telecom 

sector and consumer attrition. By reviewing the ideas of 

telecommunications firm services, customer behavior, 

decision-making process, and how these concepts relate to 

one another, the study also made a conceptual contribution to 

the body of knowledge. The study's machine learning findings 

show how telecom companies perceive the risk variables that 

lead to customer attrition. As a result, this research has 

increased the current understanding. The study's findings 

demonstrate that a telecom company's revenue is significantly 

impacted by customer attrition, with monthly and total 

charges showing the strongest correlation with the churn rate. 
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