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ABSTRACT 

The classical supervised classification model's performance is hampered by the effects of influential 

observations (IOs). The influential observations(IO’s) when deleted, weighted,Winsorized, truncated and 

retained have enormous effects in making replicative inferences in different classification models. Due to the 

influence of IO’s on classical supervised classification models, different methods such as IO deletion or 

weighting have been introduced to reduce the influence of IO’s. Some of these influential observations 

reduction or deletion methods have resulted in information loss of various degrees. In this study, we 

investigated the effects of IOs deletion and weighting using the Mahalanobis distance as a plug in to enhance 

the robustness of the Fisher linear classification method (FLCM). We proposed an F-weight plug in method to 

robustify the FLCM. We compared the performance of these methods to determine whether IO deletion or IO 

weighting retards or enhances the classification accuracy of the FLCM. The study affirmed that IO weighting 

using the F-weight minimizes information loss more than the IO deletion using the Mahalanobis distance. This 

study concludes that the variant of FLCM based on the F-weight method showed improved classification 

accuracy, and efficiency more than the Mahalanobis distance based FLCM.  
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INTRODUCTION 

In practice, primary data often contains influential 

observations (IO). The IO may originate from different 

sources such as during data recording or data collections. 

Influential observations or outliers may hamper the 

performance of different classical methods. However, IO may 

contain useful information regarding the subject of 

investigation. The capability to reveal the existence of an IO 

in a data set plays a significant role which is the focus of 

robust statistics(Hubert et al., 2008; Rousseeuw & Hubert, 

2018). To identify the presence of IO in a data set is unique 

and is the focusof robust statistical techniques which involve 

removing IOs from the main data collection. However, 

removing IO may result in loss of vital information and 

retaining it may also result to underperformance of the 

classical methods(Hubert et al., 2008; Maechler et al., 2021; 

Maronna et al., 2006; Nursalam, 2016 et al., 2019; Seheult et 

al., 1989; Tyler, 2008, Okwonu, et al.,2022; Apanapudor, et 

al.,2023).  

When the data set is very similar in distance, the numerical 

values of the sample mean, and covariance matrix should be 

accepted. On the other hand, if the data set are far apart, the 

numerical value of the sample mean, and matrix should be 

investigated for further insight with respect to data 

imputation. This is because the sample mean (�̅�) is always 

susceptible to influential observations(Rousseeuw& Hubert, 

2018). In practice, the IOs are not problematic but it may 

result that the IOs originated from a different class other than 

the class to which it been considered. IOs contain unique and 

useful information which might demonstrate unusual 

information as such it should not be deleted rather it should 

be accommodated by way of data transformation. 

In some cases, the median which is robust with high 

breakdown is occasionally used as plug in for the mean to 

enhance robustness (Hubert &Debruyne, 2010; Rousseeuw& 

Hubert, 2018,Apanapudor, et al., 2020).  The sample mean is 

not robust which reflect the zero-breakdown value and 

unboundedness due to its susceptibility to IOs (Hubert & 

Debruyne, 2009; Jennison et al., 1987; Law et al., 1986). The 

mean absolute deviation (MAD) is very robust like the 

median, both are high breakdown estimators. Different 

estimators such as the MCD, S and M, (minimum volume 

ellipsoid) MVE (Croux&Dehon, 2001; Ghosh et al., 2021; He 

& Fung, 2000; Lim et al., 2018;Okwonu et al., 2020; Okwonu, 

et al.,2021) have been applied as plug in to improve the 

classification performance of the Fisher linear classification 

method (FLCM) (Qin et al., 2020; Wang et al., 2014; 

Okwonu, and Othman 2013). 

For the conventional statistical models, swamping and 

masking of the data set are often unnoticeable problems. 

Swamping simply means when an inlier data point is 

categorized as IO and masking is the inability of the statistical 

methods to detect IO thereby treating such data points as 

inliers. Over the years, researchers have advanced different 

ways of resolving data masking and swamping. The process 

of deleting and weighting IO’s is a usual concept in robust 

statistics. 

In this paper, we consider the following plug in, the median 

absolute deviation (MAD), enhanced median absolute 

deviation (EMAD), the Mahalanobis distance (MD) which is 

based on identifying and deleting IOs while the F-Weight 

(FW) is designed to transform IOs to inliers using weight 

concept with minimum information loss. We applied the 

above plug in to investigate the effects of data deletion and 

weighting on the FLCM classification accuracy. We also 

investigated the classifiers efficiency and the computational 

time of the FLCM variants based on the plug in. Finally, we 

looked at the comparative performance of the variants of the 

plug in applied on the Fisher’s classifiers and the proposed F-

weight for the FLCM 
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The objective of this study is to determine whether IOs 

deletion and weighting affect the classification performance 

of the Fisher’s linear classification method (FLCM) using 

three real data set. The rest of this article is as follows. The 

methods are discussed the Section 2 followed by data 

collection, results, and discussion in Section 3. Conclusions 

follow in Section 4. 

 

MATERIALS AND METHODS 

Fisher linear classification method (FLCM) 

The component of the FLCM coefficient is the sample mean 

(�̅�)and covariance(𝑆2). These components are susceptible to 

a single IO which retard the performance of any statistical 

methods that apply �̅� and 𝑆2 as a plug in (Okwonu, 2012). 

Let 𝑋𝑛×𝑝 be the data matrix such that the sample mean, and 

covariance are defined as 

�̅�𝑖 =
∑ 𝑋𝑖,𝑛×𝑝
𝑛𝑖
𝑗=1

𝑛𝑖
 and 𝑆𝑖 =

∑ (𝑋𝑖,𝑛×𝑝−�̅�𝑖)
2𝑛𝑖

𝑗=1

𝑛𝑖−1
  (1) 

The components of Equation (1) have zero breakdown points 

due to the sample mean. This implies that the minimum 

number of IO’s could hamper it and as such would affect the 

classification performance of the FLCM(Okwonu & Othman, 

2013; Ghosh et al., 2021). The components of Equation (1) 

are applied to formulate the coefficient of the FLCM. The 

classifier’s benchmark from Equation (1) are compared to the 

classification score to determine the group predictions, that is, 

𝑤 = (�̅�1 − �̅�2)𝑆𝑝
−1𝑋𝑖   (2) 

�̅� = (�̅�1 + �̅�2)𝑆𝑝
−1    (3) 

From Equations (2-3), a new object can be classified to group 

one if  

𝑤 ≥ �̅�     (4) 

Otherwise to group two if 

𝑤 < �̅�.     (5) 

 

Mahalanobis FLCM (M-FLCM) 

From Equation (1), we can define the multivariate 

Mahalanobis distance as follows 

𝑚𝑀𝐷𝑖 = 𝑆𝑄𝑅𝑇 ((𝑋𝑖,𝑛×𝑝 − �̅�𝑖)
′
𝑆𝑝
−1(𝑋𝑖,𝑛×𝑝 − �̅�𝑖))(6) 

where 𝑆𝑝
−1 denote the inverse pooled sample covariance 

matrix. An IO can be detected if 𝑚𝑀𝐷𝑖 is compared with a 

defined benchmark based on the degree of freedom of the Chi 

square, that is 

𝑚𝑀𝐷𝑖 ≥ √𝜒𝑝,0.975
2     (7) 

From Equation (7), the weighting process could be applied to 

delete the contribution of the data point before the sample 

mean and covariance matrix could be computed. When the 

data set are weighted, the weighted data set are applied to 

compute the weight sample mean and covariance matrix and 

subsequently to plug in into Equations (2) and (3) to obtain 

the M-FLCM classifiers. Therefore, a new object is assigned 

to group one if Equation (4) is satisfied otherwise to group 

two. 

 

MAD based FLCM (MAD-FLCM) 

The median absolute deviation (MAD) is a robust measure 

that can resist approximately 50% of IO’s before it completely 

break down. The MAD denoted as 𝜕 in this paper is simply 

defined as  

𝜕 = ∅#𝑀𝐸𝐷𝐼𝐴𝑁|𝑋𝑖𝑗 −𝑀𝐸𝐷𝐼𝐴𝑁(𝑋𝑖𝑗)| (8) 

where ∅ = 1.4826 is the correction factor that allows this 

estimator to be consistent with the normal distribution 

(Rousseeuw& Hubert, 2018). The outputs from Equation (8) 

are applied to compute Equation (1) used as a plug in for 

Equations (2) and (3) to obtain MAD-FLCM. The decision 

criteria are similar to that described in Equations (4-5).  

 

Enhanced MAD- FLCM(EMAD-FLCM) 

The enhanced MAD-FLCM computational process follows a 

similar procedure as shown in Equation (8). However, 

Equation (8) is the denominator of the enhanced MAD-

FLCM, and the numerator is the data deviation from the 

median, that is, Equation (10). 

𝐷𝑖𝑗 = (𝑋𝑖𝑗 −𝑀𝐸𝐷𝐼𝐴𝑁(𝑋𝑖𝑗))  (9) 

𝑊𝑖𝑗 =
𝐷𝑖𝑗

𝜕
     (10) 

Equation (10) is used to compute the components in Equation 

(1), the output from Equation (1) are applied as plugged in to 

develop Equations (2) and (3) and subsequently Equations (4) 

and (5). 

 

F-Weight -FLCM(FW-FLCM) 

Let 𝑋 = ∑ 𝑋𝑖,𝑛×𝑝
𝑛𝑖
𝑗=1 , 𝑖 = 1,2 be the data set for two groups. 

Then the data weight Equation (11) can be described as 

follows 

𝑝𝑖 =
𝑋𝑖,𝑛×𝑝

∑ 𝑋𝑖,𝑛×𝑝
𝑘
𝑖=1

    (11) 

From Equation (11) we can weight the data points such that 

the IO’s is assigned the minimum weights whereas the non-

IO’s are assigned corresponding weight that allows the 

weighted data points to retain the status of inliers. Equation 

(12) describes this process 

𝑋𝑖 = 𝑋𝑖𝑗𝑝𝑖    (12) 

The component of Equation (1) can be rewritten as Equation 

(13) and Equation (14) as follow 

�̅�𝑔𝑖 =
∑ 𝑋𝑖𝑗𝑝𝑖
𝑛𝑖
𝑗=1

𝑛𝑖
    (13) 

𝑆𝑔𝑖 =
∑ (𝑋𝑖𝑗𝑝𝑖−�̅�𝑔𝑖)

2𝑛𝑖
𝑗=1

∑ 𝑛𝑖
𝑘
𝑖=1 −𝑘

   (14) 

Therefore, the pooled sample covariance can be written as  

𝑆𝑝 =
∑ (𝑛𝑖−1)𝑆𝑔𝑖
𝑘
𝑖=1

∑ 𝑛𝑖−𝑘
𝑘
𝑖=1

    (15) 

Then the above Equations (12) and (15) are plugged in into 

Equations (2) and (3) formulate the proposed FW- FLCM 

classifier. The rules of group classification defined in 

Equations (4) and (5) are adopted for the proposed classifier.  

From the different classifiers designed based on the modified 

sample means and covariance matrix, the weighted data sets 

may reduce the influence of the IO’s thereby displaying a 

higher breakdown value compared to the conventional sample 

mean and covariance matrix with zero breakdown values. In 

the following section, we aim to investigate the effects of data 

weighting on the classifier’s prediction accuracy. 

 

Evaluation criteria 

To determine the performance of these classifiers, we define 

the probability of correct classification based on the optimal 

probability of correct classification (ℎ)and the efficiency of 

the classifiers (𝑒𝑓𝑓)(Okwonu, et.al., 2022, Okwonu et. Al. 

2023) as follows 

ℎ = 1 − 𝑞,    (16) 

𝑞 = (
1−𝜋

2×𝜋
) × 𝜋    (17) 

𝑒𝑓𝑓 = [
𝜋

ℎ
] × 100.    (18) 

where 𝑞 denotes the optimal probability of misclassification. 

 

RESULTS AND DISCUSSION 

Data Collection and Results 

Let 𝑛 denotes the overall sample size (𝑛 = 𝑛1 + 𝑛2)and 𝑝 

denotes the data dimension. Henceforth in this discussion we 
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will simply refer 𝑛 as the sample size. The objective of this 

study is to investigate the classification efficiency, the real 

time and the CPU time of the various classifiers. The data set 

applied to investigate the performance of these different 

methods are well known data set culled from the UCI machine 

learning repository apart from the first data set taken from the 

classical example of the Salmon data (Johnson & Wichern, 

1992), page 604 Chapter 11). This data consists of the growth 

ring diameters between Alaska and Canadian Salman 

classified into Male and Female groups. Each group consist 

of 𝑛 = 50, 𝑝 = 2 respectively. The second data set consist of 

the Algerian forest fire data for the Bejaia region(Abid 

&Izeboudjen, 2020). The data set was culled from 

(https://archive.ics.uci.edu/ml/machine-learning-

databases/00547/).  This version of the data set consists of  

𝑛 = 121, 𝑝 = 10 for the two groups. The third data set consist 

of the Benign and Malignant culled from 

(ftp://ftp.cs.wisc.edu/math-prog/cpo-dataset/machine-

learn/cancer/).This data consists of 𝑛 = 210, 𝑝 = 30 

(https://www.openml.org/d/1510).  

Table 1 and Figure 1 illustrate the different computational 

times of the different classifiers. Table 1 further demonstrated 

that the FW-FLCM achieved the best computational time 

followed by the FLCM classifier. Meanwhile, the MAD-

FLCM and FW-FLCM achieved the best computational 

efficiency. 

 

Table 1: Classification performance of different classifiers on Freshwater and marine Alaska and Canadian Salmon 

(Abid &Izeboudjen, 2020) 

Classifiers Accuracy (𝝅) Efficiency Time (RT) Time (CPU) 

FLCM 0.9300 0.9591 0.04 0.03 

M-FLCM 0.9100 0.9453 0.21 0.06 

MAD-FLCM 0.9500 0.9720 0.27 0.09 

EMAD-FLCM 0.9300 0.9591 0.34 0.09 

FW- FLCM 0.9500 0.9720 0.02 0.00 

 

 
Figure 1: Comparative analysis of classifiers computational time 

 

Table 2 present the classification results for the Algeria forest 

fire dataset. The results revealed that the proposed FW-FLCM 

outperformed the other classifiers with 100% followed by the 

EMAD-FLCM with 97.62%  accuracy. Figure 2 illustrates the 

computational time of the different classifiers. The M-FLCM 

achieved the best computational time followed by the 

proposed FW-FLCM classifier.  

 

Table 2: Classification performance on the Algeria forest fire data set(Abid &Izeboudjen, 2020) 

Classifiers Accuracy (𝝅) Efficiency Time (RT) Time (CPU) 

FLCM 0.9365 0.9633 0.22 0.12 

M-FLCM 0.9048 0.9415 0.06 0.04 

MAD FLCM 0.9286 0.9576 0.33 0.03 

EMAD -FLCM 0.9762 0.9877 0.26 0.06 

FW- FLCM 1.0000 1.0000 0.07 0.04 
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Figure 2: Comparative analysis of classifiers’ computational time 

 

Table 3 presents the classification results of the different 

classifiers and their computational times. For this data set, the 

proposed classifier’s (FW-FLCM) efficiency is 100% 

followed by the conventional FLCM (98.51%) and the MAD-

FLCM (98.30%) respectively. The M-FLCM has the best 

computational time followed by the FW-FLCM classifier. 

 

Table 3: Classification performance on the Benign and Malignant data set (N=210, P=30) 

Classifiers Accuracy (𝝅) Efficiency Time (RT) Time (CPU) 

FLCM 0.9714 0.9851 0.22 0.18 

M-FLCM 0.8524 0.9096 0.11 0.01 

MAD FLCM 0.9667 0.9830 0.27 0.18 

EMAD -FLCM 0.9452 0.9703 0.21 0.17 

FW- FLCM 1.0000 1.0000 0.18 0.12 

 

 
Figure 3: Comparative analysis of classifiers computational time 

 

This study revealed that deleting IO’s reduces the 

performance of the classifiers especially for the Mahalanobis 

approach. From this study we observed that due to IO’s 

weighting and deletion, the M-FLCM classification efficiency 

is the lowest compared to the data weighting procedure. We 

also observed that the median variants also affect the 

classifier’s performance compared to the direct data 

weighting method proposed. Therefore, this study 

demonstrated that IO’s deletion has significant effects on the 

classifier’s efficiency. The non-robustness of the OI’s 

deletion method might be due to loss of information during 

data processing.  This study therefore demonstrated that OI’s 

weighting has extremely minimum information loss 

compared to the deletion method. 

 

Discussion 

From Table 4, we observed that group 1 probability value is 

higher than the probability for group 2 for all the data set. This 

summarizes that the classification output in Table 1 to Table 

3 maybe comparable for some classifiers. Note that if the data 

set is normally distributed, the variation between the 

probabilities of the classifiers for the original data set, treated 

(Mahalanobis deletion) and weighted (F-weighted) data 

would be extremely small depending on the numerical 

strength for each group. On the contrary, if the data set contain 

influential observations, the probability difference between 

the classifiers for the original data, treated and weighted data 

set would vary. From this analysis, we observed that the 

different methods have various degrees of variation from the 

original data based on the percentage of IOs in the data set. 

We also noted that the higher the probability of group one the 

smaller the probability of group 2. Based on classification 

results and efficiency, this study affirmed that data deletion 

affects classification performance, and the weighting 

procedure enhances performance. 
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Table 4: Probabilities of data deletion and weighting 

Data type  Methods 
Probabilities 

Group 1 Group 2 

Freshwater and marine Alaska and 

Canadian Salmon (Abid 

&Izeboudjen, 2020) 

Conventional data process 0.5116 0.4884 

Mahalanobis /deletion 0.5195 0.4805 

F-weight 0.5476 0.4524 
    

Algeria forest fire data set(Abid 

&Izeboudjen, 2020) 

Conventional data process 0.6069 0.3931 

Mahalanobis /deletion 0.5975 0.4025 

F-weight 0.5601 0.4399 
    

Beign and Malaign Data Conventional data process 0.6799 0.3201 

Mahalanobis /deletion 0.7070 0.2930 

F-weight 0.7345 0.2655 

 

Comparing the classification outputs from Table 1 to Table 3, 

group probability plays a significant role in robust 

classification because the decision rules are based on the 

strength of group probabilities. The group probability 

comparison in Table 4 simply revealed that group 

classification accuracy depends strictly on the strength of the 

probability in each group which measures the probability of 

contribution for each object in the group in comparison with 

the total group probability. This concept is also true for 

Baye’s probability rule.  This analysis strictly affirmed the 

data dependency theory which concurred that classification 

performance depend on the nature of the data set(Okwonu et 

al., 2022). 

 

CONCLUSION 

The analysis based on three real data set demonstrated that the 

proposed FW-FLCM outperformed the conventional FLCM 

classifier and the median based FLCM respectively. The 

analysis revealed that the computational time for the proposed 

classifier is moderate compared to the conventional FLCM 

variants. The result affirmed that the proposed FW-FLCM 

classifier could be applied to perform classification tasks with 

data set containing IO’s. This study concludes that the 

proposed classifier based on weighting improves the 

classifier’s efficiency thereby validating the claim that IOs 

weighting results in minimum information loss compared to 

deleting methods which enhances relatively higher 

information loss. This study revealed that IOs deletion affect 

the performance of the FLCM. Therefore, this study 

demonstrated that data deletion and weighting play a 

significant role in classification performance. 
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