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ABSTRACT 

In information retrieval, vocabulary mismatch between the search vocabulary and documents vocabulary has 

been a common challenge for web users, hindering information access and retrieval. This issue is often 

attributed to the ambiguous representation of user information needs as queries, leading to the retrieval of many 

irrelevant documents, particularly for non-skilled web users. This paper aims to improve user query 

representation for effective retrieval of relevant documents from the web. To achieve this, a query expansion 

strategy was employed to identify terms with similar meanings to the user’s initial query term. The similarities 

between the expanded terms and the initial user query term were determined by calculating the cosine angle 

between the vector resenting document vocabulary and the vector representing query term. Thereafter, Formal 

Concept Analysis (FCA) was employed to analyze and present the results. Findings from the analysis revealed 

that concatenating similar terms with the initial user query terms resulted in a 0.16% improvement, as evident 

in the retrieval precision of 0.64% with the initial query and 0.80% with the expanded query terms.  

 

Keywords: Formal concept, Precision, Query expansion, Query, Recall, Relevant document,  
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INTRODUCTION 

Formal concept analysis (FCA) is a mathematical data 

analysis and clustering algorithm tool that represents a unit of 

knowledge into objects, their attributes and relationships. The 

product of the data analysis produced a set of object known as 

“concepts” (Rocco et al., 2020). FCA can be applied in 

different fields such as Data mining, Knowledge Discovery, 

Data Analysis, Software Engineering and Information 

Retrieval. This study focused on application of FCA in 

information retrieval (IR) for improve performance with 

query expansion (QE). IR is the system for retrieving relevant 

information that satisfies user's information requirement from 

a large collection (corpus) of information (Abdullahi and 

Ekuobase, 2024; Zhang et al., 2024). How users express their 

information needs as queries to retrieve relevant documents is 

crucial in IR.  

A common practice by users is to represent their information 

needs free text. However, computers cannot comprehend free 

text; instead they match keywords syntactically and return 

documents containing the keywords with exact matches, 

while neglecting documents featuring different terms but 

having the same semantic meaning as the keywords. This lack 

of understanding of free text by the system results in the 

system keeping track of user’s previous search records as 

search history and at times, offering them to users as 

suggestions. This is a case of vocabulary mismatch between 

the user’s search vocabularies and documents’ vocabularies. 

The complexity of this problem is rooted in the fact that a 

single word can have multiple meanings (Polysemy), the 

same way multiple words can have the same meanings 

(Synonymy). These limitations of common keyword-based 

searches have attracted researchers to identify the best 

approach that improves retrieval performance. One notable 

approach that has maintained relevance to date is query 

expansion (Stathopoulos et al., 2023). QE is a strategy used to 

generate similar terms to the original queries from the initial 

retrieved results to augment the original queries (Xia et al., 

2024). 

In Liu et al. (2011) this existing query suggestion methods 

based on result summarization using popular words or 

keyword-based cannot effectively handle the problem of 

query ambiguity problems resulting from ‘synonymy’ that is, 

multiple words having the same meaning and ‘polysemy’ that 

is, single word with multiple meaning (Afuan et al., 2019; 

Cakir, and Gurkan, 2023). To deal with this problem, QE 

approach was considered appropriate in resolving these 

problems by bridging the gaps between the user and query 

representation since input queries are basically expressed in 

words (Cakir, and Gurkan 2023; Afuan et al., 2019). QE has 

remain a critical task that enhance information retrieval 

performance (Zhang et al., 2024). Thus, numerous research 

studies that focus on IR effectiveness including (Afuan et al., 

2019; Cakir, and Gurkan (2023) have acknowledged the 

relevance of this method resulting in the recent diverse 

approaches to query expansion using machine learning as 

evident in the studies of (Cakir, and Gurkan, 2023; Zhang et 

al., 2024). Nevertheless, machine learning approaches are 

heavily dependent of the availability of datasets which are 

grossly limited making machine learning techniques a 

challenging task (Cakir, and Gurkan, 2023). Since the 

relevance of documents in a keyword-based information 

retrieval system is determined by the document-to-query 

relationship, FCA, whose principal focus is relationship-

based data analysis and visualization, was considered an 

appropriate method in this study. This due to its simplicity and 

effectiveness in relationship modelling and visualization 

(Boukhetta and Trabelsi, 2023; Wang et al., 2023).  

The retrieval of relevant documents in response to user query 

has been the primary goal of information retrieval systems 

(Abdullahi and Ekuobase, 2024), thus, how queries are define 

and submitted to the search engine determines the relevance 

of the retrieved results. One popular strategy that minimizes 

and enhanced retrieval of relevant documents is QE. QE has 

been studied in many literature souces, such as (Afuan et al., 

2019; Cakir, and Gurkan 2023; Xia et al., 2024). Messai et al. 

(2008) introduced an extension of FCA to deal with complex 

data represented as Multi-Valued (MV) contexts. They 
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defined a MV Galois connection based on similarity between 

attribute values. The basic idea was that two objects share an 

attribute whenever the values taken by this attribute for these 

objects are similar (i.e. their difference is less than a 

threshold). This Galois connection form the basis of their 

computation of MV concepts and MV concept lattices. 

However, the operation on data with this representation must 

be preceded by a transformation of MV contexts into binary 

contexts using an appropriate conceptual scaling. The choice 

of a scale depends on attribute interpretations making 

conceptual scaling user dependent task which can hardly be 

automated in the case of large datasets. A recent study by Xia 

et al (2024) utilized Large Language model (LLM) to 

generate new query terms to expand the initial query for 

improve retrieval performance. They used knowledge—

aware query expansion approach. Although, their method 

yielded positive results, it is limited to availability large 

datasets. Mihai et al. (2014) describes a metric model for 

extracting the relevant information from large collections of 

Web documents, by using a new type of conceptual structures 

associated to the data. The t-concept lattices introduced are 

used as a retrieval space in which searching process is 

initiated. Sequences of t-concept lattices were built that can 

iteratively refine the set of retrieved documents, as a result of 

the user's query. The sequence of hierarchical structures they 

built provides a dynamical IR model (Mihai et al., 2014). 

These models do not take into account all users’ preferences. 

The literature assumed that a combined approach, which uses 

the weights of terms in web pages and the rank values of these 

pages to define the weight function, could be a solution to the 

problem (Mihai et al., 2014).  

El Qadi et al. (2010) proposed improving information 

retrieval using Formal Concepts Analysis (FCA) and related 

queries. To achieve this, they adopt query expansion approach 

to increase the quality of the search results in terms of recall, 

precision. However, the number of times the initial query is 

expanded is unspecified. Zhang & Feng (2008) used Formal 

Concept Analysis to group and organized search results. They 

generates Galois lattice from the formal context and selected 

the concepts similar to the query term to compute the 

similarity measure between the observed related concepts. 

Their method fails to address the generation of labels and its 

effectiveness measures. Poelmans et al. (2012) carried out a 

survey research on how to retrieve documents such as journal 

publications on a particular field in a given interval of time. 

To achieve this, they extracts keyword from the journal 

article’s title and abstract, model this keywords into formal 

context and applied Formal Concept Analysis to generate 

concept lattice representing the document collection. Their 

paper only shows the clustering capability of FCA and did not 

explain how it can be used to improve information retrieval 

effectiveness. Large Language models (LLM) have been 

studied in (Cakir, and Gurkan, 2023; Zhang et al., 2024) to 

augment QE for effective information retrieval. The methods 

shows better retrieval performance but constrained with 

limited datasets that captures information in different fields.  

Wang et al. (2010) proposed a novel, hybrid approach to 

optimized query expansion source. The main idea was to 

analyze the documents selected by user and apply the 

knowledge of FCA to construct a user concept lattice; find 

some documents which are different from the documents 

mentioned above and build another concept lattice. However, 

their approach does not consider user’s initial query for the 

expansion. Niu et al. (2013) proposed a reformulated query 

term for use in a catalog system to offer the user a suggestion 

with reference to user’s previous search query. The system 

analyses user’s search history using the library server to 

observe the effect on user’s browsing experience. The real-

time query reformulation to some extent can be complicated 

especially in the search keyword selection. Vaidyanathan et 

al. (2014) proposed query expansion method, by assuming 

that relevant information can be found within a document near 

the central idea. In doing so, they divide the documents into 

sections, paragraphs and lines. The proposed method tries to 

extract keywords closer to the central theme of the document. 

The expansion terms are obtained by equi-frequency partition 

of the documents obtained from pseudo relevance feedback 

and by using tf-idf scores. Nonetheless, this method still could 

not improve query ambiguities.  

Kruiper et al (2023) explore a number of query expansion and 

documents methods to retrieve relevant information on 

building products using a small-dataset of user-query. 

Although the result show that query and document expansion 

can greatly improve retrieval performance, however, the 

approach depends heavily on the availability of dataset on the 

domain of interest. Making this strategy in most cases 

unrealistic. A similar efforts was made in (Stathopoulos et al., 

2023) where a survey approach was used to evaluate several 

approaches to query expansion including generative AI. 

Cosine similarity metrics was part of the evaluation metrics 

used. Their findings revealed that curie-001 generative AI 

model outperformed other algorithm. Thus, a generative AI 

equally depends on availability of large dataset sufficient 

enough to train the AI system. Cakir, and Gurkan (2023) on 

the other hand proposed an alternative to QE method using a 

modified conditional generative adversarial network. The 

study recorded 10% increments in contrast to the current 

approaches which provides limited alternatives to QE. 

However, the success of this approach yet, lies in the dataset 

sufficient enough to train the algorithm. Overall, recent 

alternative approaches to existing QE strategies are based on 

machine learning as obvious in (Zhang et al., 2024) where a 

user query is semantically enriched through large language 

model (LLM) to produce multiple query-related document. 

Unfortunately, these alternatives suffers limited training data 

and hence, unrealistic. Thus, this study applied FCA to 

extracts similar terms from the initial retrieved results to 

augment the original query and applied cosine rule to compute 

the similarities between the extracted terms used to expand 

the original query terms in a vector space model which is 

known to be fast and easier for textual data analysis 

(Eminagaoglu, 2020; Stathopoulos et al., 2023) and hence, is 

the choice. As documents similarity measures are crucial 

components of many text analysis tasks, including 

information retrieval, document classification, and document 

clustering (Huang et al ., 2011; Stathopoulos et al., 2023). 

Therefore, this study aim at improving keyword-based 

retrieval system for better performance using query expansion 

with FCA. 

 

MATERIALS AND METHODS 

Process Pseudocode 

The research considers a set of documents d that were 

returned as relevant document to the initial query q0: 

The user retrieved the first set of result as {d1…….dn} by 

submitting the first query q0 to the Google search engine 

The user identifies the top n set of relevant documents (called 

Relevance Feedback) present in the retrieved result from the 

search engine 

From the top n document assumed as relevant documents the 

user selects a list of query terms q1 for expansion process.  

The new term obtained will be combined with the first term 

(query) (q0 + q1). The outcome will result in a new query q2 
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which includes both the initial query and the set of terms 

collected from the relevant document set.  

The reformulated query will be resubmitted to the search 

engine and the new result obtained is then compared with the 

previous result before reformulation. 

The overall system description for the propose system for the 

research work is shown in Figure 1. 

 

 
Figure 1: Propose system model 

 

Mathematical Background of Formal Concept Analysis 

This research proposed to analyze the result returned to the 

web users by the search engines using FCA. The choice of 

applying FCA amongst other data analysis tool in this 

research study is the efficient clustering and visual 

transformation of cluster relationship promoted by the FCA, 

its support for query refinement, and as an important tool for 

navigating a document corpus. The first step in the analysis is 

to extract index terms from the document collection. 

 

Keyword Extraction 

At this stage, the study extracts from the web document some 

basic words as index terms which describe a particular web 

document uniquely. A set of these index terms will be referred 

to as query term denoted by letter ‘q’. After extracting the 

keyword from the document, the formal context between the 

documents and query term is constructed with O representing 

the n retrieved documents and A representing the query term.  

 

Formal Context 

After extracting the query terms from the initial documents 

retrieved, the documents are represented into document-term 

matrix relation called formal context. Formal context 

describes a binary relation between a set of object and a set of 

attributes. We use similar equations in Poelmans et al. (2012), 

El Wang et al. (2023) and Boukhetta and Trabelsi, (2023) to 

describe object attribute relationship. Thus, formal context 

Figure 2 is defined by equations; 

 K = (O, A, R)     (1) 

Where O consisting of rows (i.e. the objects), A corresponds 

to the columns (i.e. the attributes), and crosses R  O  A (i.e. 

the relationships between the objects and the attributes). 

Mathematically this implies: 

R  O  A      (2) 

If an object oO has an attribute aA, the relation is given 

by: 

 (o, a)∈R (o ⊆ O, a ⊆ A), or oRa  (3) 
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Figure 2: Context table for initial document 

 

Given a formal context, Galicia-v.2.0-beta derives all 

concepts from this context and orders them according to a 

Sub-concept-Super-concept relation, resulting to the Figure 4. 

Galicia-v.2.0 was used to build an information display model 

to represent the original model more accurately, and use 

constructed lattices for information retrieval. 

 

 
Figure 3: Document clustered into concept lattice 

 

Concept lattice 

After constructing the formal context, the information from 

the formal concept was used to generate concept lattice in 

Figure 3. A concept is made up of two components: the 

Intention and Extension. The extension refers to all objects 

belonging to the concept, while the Intention refers to all 

attributes shared by those objects. However, the topmost 

concepts and bottommost concepts in a concept lattice are 

considered special. The top concept has all formal objects in 

its extension. Its intension is often empty but does not need to 

be empty. 

Definition:  

Concept lattice is a pair that is, (O, A) of formal context (O, 

A, R). 

Clatt = (O, A)       (4) 
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Where O is referred to as the concept’s Extension and A 

concept’s Intention 

For a set A  Ob of objects, we define by: 

A = {x  Att: X  x for every x  A}  (5a) 

B = {X  Obj: X  x for every x  B}  (5b) 

Equation 5a, 5b implies the set of attributes common to the 

objects in A and the set of objects which have all attributes in 

B 

For a set B  At of attributes, we define that; 

If (A1, B1) and (A2, B2) are concepts of a given context  

Then; 

 A1   A2  iff  B2  B1   (6) 

If A1  A2 and B2  B1  

This implies that; 

 (A1, B1) is a sub-concept of (A2, B2) 

 (A2, B2) is a super-concept of (A1, B1);  

So that; 

 (A1, B1)  (A2, B2)    (7) 

Hence, the family of the entire formal context of K = (O, A, 

R) ordinate by  the relation is called Galois (or concepts) 

lattice (Wang et al., 2023). Thus: 

O = {d1, d2 … d79} is the set of retrieved web documents, A = 

{q1, q2….. q79} is the set of query terms, K= (O, A, R) is a 

formal context, and its incidence relation is described in 

Figure 1. 

In a formal concept, the set of documents A referred to as the 

extent of the concept (A, B) and the set of term B 

corresponding to those documents is referred to as the intent 

of the concept. Thus: ({d1, d2 ….. d79}, {q1, q2 ….. q7}) is a 

concept of the context in Figure 2, {d1, d2 …… d79} are the 

concept’s extent and {q1, q2….. q7} are the concepts intent.  

Between the concepts of a given context there exists a natural 

hierarchical order, the "sub-concept-super-concept" relation. 

In general, a concept c1 is a sub-concept of a concept c2 and 

c2 is called a super-concept of c1 if the extent of c is a subset 

of the extent of c2 (or equivalently: if the intent of c1 is a 

superset of the intent of c2). The research uses Ganter's `Next 

Closure' algorithm to extract the set of all concepts of a formal 

context.  

To calculate cosine similarity between two documents d1 and 

d2, we first represented them as vectors as shown in the Figure 

4. A term represents coordinate axis in two dimension space 

while the number of occurrence of a term (frequency) in a 

document corresponds to the document length. Equation (8) 

is used to compute the similarity between the document and 

the query vector and using the size of the angle ()  as indices 

for determining the similarity.  

Sim(q⃗ , d⃗ ) =
q⃗⃗ .d⃗⃗ 

q⃗⃗  ⃗ d⃗⃗ 
=

q⃗⃗ 

q⃗⃗ 
.

d⃗⃗ 

d⃗⃗ 
= 

∑ q𝑖d𝑖
j
𝑖=1

√∑ q𝑖
2j

𝑖=1
√∑ d𝑖

2j
𝑖=1

 (8) 

Sim(q⃗ , d⃗ ) =  q⃗ . d ⃗⃗⃗  =  ∑ q𝑖d𝑖
𝑗
𝑖=1   (9) 

 = Cos[Sim(q⃗ , d⃗ )]      (10) 

Where qi -   is the tf-idf weighting term i in the query and di is 

he tf-idf term weighting of term i in the document. 

3.4 Document Weight Determination 

To rank a retrieved document according to their relevance, a 

measure of determining document relevance is necessary. 

This is referred to as term frequency-inverse document 

frequency weighting (tf- idf) given by the equation (7) 

idft = log
N

idft
     (11) 

Where N is the total number of documents in a collection and 

idft – is the inverse document frequency of term t. 

In order to get composite weight for each term in a document 

collection, the term frequency and inverse document 

frequency were multiplied leading to equation (12). 

Wij = tft,d   idft    (12) 

Term frequency values will be tabulated and then normalized 

by applying equation (13) 

1 + log tfd    (13) 

After the normalization, equation 12 and 13 will be applied to 

show the similarities between the document vector d⃗ 2 and the 

query vector q⃗  that is, the value of Cos. The similarity is the 

measure of positive correlation between the two vectors. The 

extent of the correlation will be evident in the size of Cosine 

of the angle that separates the two vectors. That is, the smaller 

the angle the closer the vectors and vice versa. The under 

listed are the summary of indices for determining similarity 

under the Cos similarity algorithm in Euclidian space. 

If Cos = 1 – we have positive correlation 

Cos = 0 – strong positive correlation 

Cos = - 1 negative correlation 

 

RESULTS AND DISCUSSION 

This section presents the analysis, results and interpretations. 

Figure 4 show a screen short of user submitting a Boolean 

query q0 to the search engine. After which a total of seventy 

nine 79 documents from fifteen (15) web pages matching the 

query term were retried. 
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Figure 4: User initial interaction interface (Source: Google) 

 

The retrieved result is a list of documents relevant to the query 

but not in a particular ranking order. It could be observed that 

the user’s search intention (ambiguous) is not very clear since 

there are many journals in computer. In order to improve this 

result in terms of precision and recall, query q0 was expanded. 

The expansion process modifies initial query q0 by adding a 

term closely related to q0. For the purpose of extracting 

expansion term, Figure 2. (Information source directory) was 

represents formal context where the key terms occurring in 

the individual document in the collection serves as attributes 

and individual documents in the document collection serve as 

the objects. In order to cluster the document source into 

related concepts (document and query term relationship) and 

to provide a visual interpretation of information contained in 

Figure 2, Ganter’s Next Closure algorithm were used to 

interpret Figure 2 into concept lattice in Figure 3. The user 

then extracted the top 16 documents which contain the 

keywords q = {Science, Technology, Engineering, and 

Information} to reformulate another query q given the binary 

relation in (Figure 5). Figure 6 is a concept lattice associated 

with Figure 5. 

 

 
Figure 5: Corresponding binary relations for the top 16 documents 
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Figure 6: User concept lattice 

 

Considering concepts C6 = {(d1, d2, d4, d6, d10, d13, d14), (q4)}, 

C7 = {(d13), (q2, q4)}, C9 = {(d7, d8), (q5)}, C8 = {(d14), (q, q4)} 

in Figure 5, similarity between these concept were computed. 

The computation algorithm used in this work is based on 

vector space model which allows documents and queries to be 

represented as vectors in two or three dimensional Euclidean 

spaces as shown in Figure 6. In this case, the similarity 

between the query vector and document vector depend on the 

occurrence frequencies of the keywords in the query and in 

the documents. Considering Figure 7a, we observed that 

document vector d2 and query vector q is not equal in length. 

To bring the lengths of document d2 and query vector q closer 

to each other and to transform them from text-based 

representation into real values, length normalization and 

document frequency term (tf-idf) weighting were computed 

using equation (8) and (11) respectively. Where tf – represents 

documents in terms of the frequencies of occurrence of the 

terms in the document and query vector, idf – is the inverse 

document frequency of the number of documents that contain 

a query or document term as presented in (Table 2, and Table 

3) to obtain the result in Figure 7. 

 

Vector Transformation 

Table 1: Document and query terms frequency - Vector component frequency value 

Query/Doc. Science (q1) Eng. (q5) Tech. (q4) Maths (q) 

C13 5 1 11 0 

C16 32 3 4 6 

 C19 3 17 1 0 

C24 5 0 0 8 

 

Table 2: Document and query terms frequency - Log Frequency values 
Query/Doc. Science (q2) Eng. (q5) Tech. (q4) Math (q) 

C13 1.70 1.00 2.04 0.00 

C16 2.51 1.48 1.60 1.78 

 C19 1.48 2.23 1.00 0.00 

C24 1.70 0.00 0.00 1.90 

  

Table 1, presents frequency values of both the document and 

the query vectors while Table 2 is a normalized value of these 

components. Length normalization is necessary in vector 

space model so as to transform the textual representation of 

document and query vector into real values for easy 

computation and to bring the document vector length closer 

to the query vector as shown in (Figure 7b).The values in 

(Table 3) present the dot product of the vector components 

over their Euclidean length. Thus the components of the 

document vector in C13 were obtained using equation (9). The 

dot product of the individual vector components in (Table 3) 

were then added together component by component. Thus we 

have; 
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Table 3: Normalized vector components 

Query/Document Science (q2) Engineering (q5) Technology (q4) Maths (q3) 

C13 0.455 0.350 0.734 0.000 

C16 0.664 0.518 0.576 0.684 

 C19 0.392 0.781 0.360 0.000 

C24 0.455 0.000 0.000 0.936 

 

 
Figure 7: Documents and query representation in vector space 

 

Sim(q⃗ , d⃗ ) =
∑ q𝑖d𝑖

j
𝑖=1

√∑ q𝑖
2j

𝑖=1
√∑ d𝑖

2j
𝑖=1

=  
1

√5.622
 = 0.422 

Sim(q⃗ , d⃗ ) =  ∑ q𝑖d𝑖
𝑗
𝑖=1  = 0.422  1.000 = 0.422 

Hence, equation 9 computes concept C7 as higher in similarity 

value of 0.422. This implies that the set of query {Science, 

Technology} which is an intention of concept C7 is closer to 

the initial query q0. It can also be observed that even though 

the intension (i.e. science) of concept C6 appeared more 

frequently in a greater number of documents (d1, d2, d4, d6, 

d10, d13, d14, d16) compared to the frequency of number of 

documents in which the intension of concept C7 (Science, 

Technology), yet the intention of concept C7 is calculated as 

closer to the user’s initial query q0 as shown in Figure 6 

Similarly, taking into account all the documents returned by 

the search engine containing the query term q0, in order to 

illustrate the problem better, the research excluded the initial 

query q0 from Figure 1 to arrive at a formal context in Figure 

8.  In doing so, the incident relation between the concepts C6, 

C7, C8 and C9 in figure 6 and the concepts C12, C13, C14, C15, 

C16, C17, C18, C19, C20, C21, C22, C23, C24, C25 and C26 in figure 

9 can be clearly visualized. 

 

Formal Context 

 
Figure 8: Mining Context 
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Formal Concept Lattice 

 
Figure 9: Associated mining lattice 

 

On the other hand, the similarities between concepts in Figure 

9 were also computed and compared with the similarity result 

obtained from (Figure 6). However, concepts C5, C10, C11, and 

C27 in (Figure 6 and 9) were treated as special concepts and 

therefore were excluded in our calculation since they have no 

intention and extension respectively. Considering the 

tabulated frequencies of occurrence of terms in the documents 

of concepts in Figure 9, the similarity between the concepts in 

the mining lattice is hereby calculated. 

 Sim(q⃗ , d⃗ ) =
∑ q𝑖d𝑖

j
𝑖=1

√∑ q𝑖
2j

𝑖=1
√∑ d𝑖

2j
𝑖=1

 = 
1.70

√(1.70)2+(2.51)2+(1.48)2+(1.70)2
  

=   
1.70

3.74
 = 0.455 

Sim(q⃗ , d⃗ ) =  ∑ q𝑖d𝑖
𝑗
𝑖=1   

Sim(q3, d4) = 0.455  0.350 + 0.664  0.518 + 0.392  0.781 

Sim(q1, d2) = 0.809 

Following the same procedure as above, the similarities 

results between concepts C13, C16, C19 and C24 were obtained 

as follows: 

Sim(q3, d4) = 0.394 

Sim(q1, d2) = 0.809 

Sim(q1, d3) = 0.853 

Sim(q2, d3) = 0.827 

Comparing the similarities between 
(q3, d4), (q2, d3), (q1, d2) and (q1, d3)  it was observed that 

Sim(q2, d3) > Sim(q3, d4) which  implies that concept C13 

with its intension{Science, Technology} is higher in 

similarity value compared to other concepts of the mining 

lattice.  Similarly, in the user concept lattice in  Figure 5 

concept C7 with intesion {Science, Technology} also shows 

higher similarity value when compared with concepts C6, C7, 

C8 and C9 respectively. Hence, the new expasion term will be 

“Science, Technology” and the expanded or reformulated 

query will now be q1 = {Computer, Science, Technology, 

Journal}. 

 

Performance Evaluation 

In information retrieval field, the performance of any 

information retrieval strategy is all is subject to the retrieval 

of precise documents that meets user information 

need/requirements. This is achieved by taking into account 

how much document is returned from the document corpus 

(Recall) and from the returned documents how many 

documents meet user information need (Precision). That is, 

Recall is a fraction document returned amongst the documents 

in the collection, whereas the Precision on the other hand is 

the fraction of the relevant document contained in the 

document returned. To determine the performance of this 

work, precision and recall obtained at various stages of the 

analysis were computed.  
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Figure 10: Precision and Recall at 102 documents before query reformulation 

 

Table 4: precision/Recall 

Recall Precision 

0.03 1.00 

0.66 1.04 

0.84 1.05 

0.85 0.06 

0.90 0.07 

 

Figure 10 presents the precision and recall at 102 documents 

from the initial result obtained result after user submits query 

q0 to the Google search engine. It is obvious that the precision 

curve drops significantly. This is because the relevant 

document retrieved is highly insignificant of the total recall at 

102 documents. So the retrieval result in this case can be 

considered as poor. 

 

 
Figure 11: Precision and Recall at 7 documents for the first Page 

 

Table 5: Precision/ Recall  

Recall Precision 

0.14 1.00 

0.29 1.00 

0.43 1.00 

0.71 0.80 

0.86 0.83 

 

Figure 11 represents precision and recall curve at seven 

document of the first page retrieved after a reformulated query 

q1 was submitted to the search engine. The simultaneous 

increase in both precision and recall curves as observed in this 

figure implies an improvement over the initial result before 

new query formulation. A rise in precision curve is an 

indication that even within a small number of retrieved 

results, a significant number of documents relevant to user 

information need have been retrieved. 
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Figure 12: Precision and Recall at 9 documents for the second Page 

 

Table 6: Precision/Recall  

Recall Precision 

0.09 1.00 

0.18 1.00 

0.27 1.00 

0.73 0.50 

0.82 0.56 

0.91 0.60 

1.00 0.64 

 

 
Figure 13: Precision and Recall at 11 documents from the third Page 

 

Table 7: Precision/Recall  

Recall Precision 

0.00 0.00 

0.11 1.00 

0.33 0.67 

0.44 0.75 

0.78 0.57 

0.89 0.63 

1.00 0.67 

 

From figures 12 and 13 the precision curve obtained at various 

recall levels from second and third pages of the retrieved 

result after user submitted a new query confirms the 

expectation of the retrieval system of ranking documents in 

order of   relevance. By this, it can be concluded that the first 

three pages of the result after q1 was submitted are relevant. 
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Figure 14:  Precision and Recall at 27 documents from the first three Pages 

 

Table 8: Precision/Recall 

Recall Precision 

0.00 0.00 

0.04 1.00 

0.07 1.00 

0.11 1.00 

0.19 0.80 

0.22 1.20 

0.30 0.75 

0.37 0.70 

0.41 0.73 

0.52 0.64 

0.56 0.67 

0.59 0.69 

0.63 0.71 

0.67 0.72 

0.70 0.74 

0.89 0.63 

0.93 0.64 

0.96 0.62 

 

Figure 14 presents the precision and recall at the 27 

documents which is the sum total of the precision and recall 

of the first three pages retrieved with query q1. This is a further 

justification that relevant document can be found at the early 

pages of the retrieved documents if queries are properly 

formulated and that translates to improved performance of the 

proposed information retrieval system. 

 

Discussion 

The research observed that, the relevance of any retrieved 

result from the web is subject to system understands of user 

information requirement specified to it. User information 

need is usually presented as a free text (as unstructured data) 

to the search engine. Because free texts are unstructured, 

system finds it difficult to understand them. So a way of 

representing user information need is by systematic query 

formulation. In this research work, an approach to improving 

retrieval feedback through proper query formulation was 

carried out. The obtained precision and recall values from the 

initial retrieved result with q0 and the subsequent result 

retrieved after submitting a reformulated query q2 were 

compared. The average precision for the initial result is 0.64% 

and the average precision obtained after submitting a 

reformulated query q2 is 0.80%. It is observed that the average 

precision of the reformulated query q2 is higher than the 

average precision of the initial query q0 by 25%.  

The consequence of this is a ranked document in order of 

relevance as evident in the precision and recall curves at 

various levels of recall and document in Figures 10 – 11, and 

Figure 13 respectively.  As noticed from the graphs, the 

precision and recall curves for the first, second and third 

retrieved pages both increases even at a low recall level. This 

justifies our method for improving information retrieval 

system using a combine approach. For further study a 

researcher can build its own document collection and perform 

a retrieval process over the document in the collection and 
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compared with retrieval system over unknown document 

collection. 

In this research work attention was focused on how to 

improve web retrieval result by query formulation and user’s 

browsing experience using formal concept analysis. To do 

this, the research first extracts the key words or query terms 

from the initial retrieved result using query q0 and organized 

them into document/term relationship known as formal 

context or term-document matrix incidence relation. In this 

format, document collection (corpus) set were referred to as 

the objects while query terms serves as the attributes set these 

documents. Formal Concept Analysis was then used to cluster 

the documents into a set of objects and attributes known as 

formal concept or concept (a cluster). A collection of the 

family of all formal context (formal concepts) and their 

interrelationship in a pictorial representation is referred to as 

formal concept lattice or concept lattice. In this concept 

lattice, some concepts that appeared to share similarities were 

identified and the similarities between them were computed 

using cosine similarity metric measure. The process of 

identifying a term(s) closely (similar) related to the initial 

query term q0 and adding it to q1 is referred to as query 

reformulation (or expansion) and is represented as q2. The 

reformulated query will then be the sum (q0 + q1) of the initial 

query q0 and the query term q1. The reformulated query q2 was 

again submitted to the Google search engine as shown in 

Figure 6 and the retrieved results were evaluated and 

compared in terms of precision and recall. The outcome of the 

comparism were presented on a precision/recall curve in 

Figures 10, 11, 12, and 13 respectively 

 

CONCLUSION 

The knowledge of how web users specify their information 

requirements to the search engine is paramount to the 

successful retrieval of relevant documents from the 

information retrieval systems. However, it is important to note 

that the inability of user to retrieve relevant documents from 

the web is associated with three basic factors: One, query 

formulation, two, user’s lack of knowledge of the information 

collection in the information repository (vocabulary 

mismatch) and third, inexperience of the search strategies. 
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