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ABSTRACT 

Canonical Correlation Analysis (CCA) is a statistical technique used to investigate the relationship between 

two set of variables. CCA is particularly useful when dealing with multiple outcome variables that are 

intercorrelated. In situations where multiple regression analysis would be applicable, but there are multiple 

correlated dependent variables, CCA provides a more suitable approach. In this research, we used Canonical 

Correlation Analysis to investigate the level of correlation between some departmental and non-departmental 

courses, taken ND1 Estate Management and Valuation department, Niger State Polytechnic, Zungeru, 

2022/2023 session as case study. Slovin’s formula was used to determine the appropriate sample size to be 

used in this study. The researchers sampled 48 from the population in ND1 class. The analysis carried out 

using the SPSS package. Results obtained  from the analysis shows that the correlation of V1 on V2 (EST111 

on EST114) is 0.708. Also, the correlation of U2 on V2  (GNS111 on EST114) is 0.552. Y variables are the 

results of GNS101 and GNS111 and also represented by U1 and U2 respectively. X variables are the results for 

EST111 and EST114 and represented as V1 and V2 respectively. The extent to which departmental courses 

correlate with non-departmental courses is stronger than how non-departmental courses correlate with 

departmental courses this is in line with the outcome of the analysis. Based on the results obtained, it was 

recommended that there should be more efforts by the lecturers teaching non-departmental courses in the 

department concerned and the institution entirely.  
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INTRODUCTION 

Students' academic performance is a complex phenomenon 

influenced by a multitude of factors, including academic 

background, demographic characteristics, and individual 

attributes. Understanding the relationships between these 

factors is crucial for educators, policymakers, and researchers 

seeking to improve educational outcomes and optimize 

resource allocation. 

The Canonical Correlation Analysis (CCA) is describe as a 

statistical technique particularly suited for exploring the 

relationships between the given sets of variables. By 

identifying patterns of correlation between academic and 

demographic factors, CCA can provide valuable insights into 

the factors influencing students' performance. CCA generates 

a set of canonical variates, which are orthogonal linear 

combinations of the variables within each set. These variates 

are specifically designed to maximize the explanation of 

variability both within each set and between the two sets, 

thereby revealing the underlying relationships between the 

variables.  

According to Guo (2019), Canonical Correlation Analysis 

(CCA), also known as Canonical Variates Analysis (CVA), is 

a statistical technique that extracts valuable information from 

cross-covariance matrices. Given two vectors, X = (𝑋1,.., 𝑋𝑚) 

and Y = (𝑌1  , ..., 𝑌𝑚), comprising random variables with 

inherent correlations, CCA identifies linear combinations of 

these variables that maximize their mutual correlation. As 

noted by Knapp (1978): CCA serves as a comprehensive 

framework for investigating relationships between two sets of 

variables, encompassing various parametric tests of 

significance as special cases. The concept of CCA was first 

introduced by Harold Hotelling in 1936, building upon the 

mathematical foundations laid by Jordan in 1875 regarding 

angles between flats. 

CCA is a versatile family of multivariate statistical techniques 

designed for analyzing paired sets of variables. Since its 

inception, it has undergone significant extensions to address 

various challenges, including: Handling situations where 

sample sizes are limited compared to the high dimensionality 

of the data. Capturing non-linear relationships between 

variables. And managing extremely high-dimensional data 

that surpasses human interpretability. 

Canonical correlation (CANCOR) is describe as a correlation 

analysis involving multiple X and multiple Y. CANCOR 

seeks to find the correlation between set of X variables and 

set of Y variables. The term “canonical” is the statistical terms 

for analyzing latent variables (which are not directly 

observed) that represent multiple variables (which are directly 

observed).  CANCOR measures the strength of association 

between two canonical variates (latent variables). A canonical 

variate is the weighted sum of the variables in the analysis 

(Usman, 2023). 

Consider a scenario where you want to investigate the 

relationships between exercise habits and overall health. In 

this context, you have two distinct sets of variables. Exercise 

Variables such as; Climbing rate on a stair stepper, Running 

speed over a certain distance, Weight lifted on bench press 

and Number of push-ups per minute. Health Variables, these 

comprise metrics that assess overall health, including; Blood 

pressure, Cholesterol levels, Glucose levels, Body mass index 

(BMI). By examining the relationships between these two sets 

of variables, you can gain valuable insights into how exercise 

habits impact overall health. This is precisely the type of 

scenario where canonical correlation analysis (CCA) can be 

applied to uncover the underlying relationships between the 

exercise and health variables. 

Canonical Correlation Analysis (CCA) offers a powerful 

means of distilling complex relationships between two sets of 

variables into a more manageable and interpretable form. By 
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reducing the dimensionality of the data, CCA enables us to 

capture the essential features of the relationships while 

discarding less important details. In this sense, CCA shares a 

similar motivation with Principal Component Analysis 

(PCA), another dimension reduction technique. While PCA 

focuses on reducing the dimensionality of a single dataset, 

CCA extends this concept to two or more datasets, uncovering 

the underlying correlations and relationships between them. 

CCA provides a valuable approach for examining the 

relationships between two sets of variables. This method 

describes the interconnections between the first set of 

variables and the second set, highlighting the correlations and 

patterns that exist between them. It does not inherently imply 

a cause-and-effect relationship between the two sets of 

variables. Instead, it treats both sets as interconnected, 

without designating one as independent and the other as 

dependent.  

Canonical Correlation Analysis (CCA) has emerged as a 

versatile tool in various cutting-edge scientific disciplines, 

including; Neuroscience, Machine Learning and 

Bioinformatics. Relations have been explored for developing 

brain-computer interfaces (Cao et al. 2015; Nakanishi et al. 

2015) and in the field imaging genetics (Fang et al. 2016). 

Examples of application studies conducted in the fields of 

bioinformatics and computational biology include (Seoane et 

al. 2014; Baur and Bozdag 2015; Sarkar and Chakraborty 

2015; Cichonska et al. 2016). The wide range of application 

domains explain the utility of CCA in discovering relations 

between variables. 

In a recent study published by Sevinç (2022) aimed to explore 

the relationship between nutrition and psychological status in 

adolescent students. To achieve this, Sevinç employed 

canonical correlation analysis (CCA) to identify statistically 

significant correlations between these two variables. The 

study further investigated whether the nutritional and 

psychological status of adolescents, differentiated by gender, 

had an impact on their educational success. Logistic 

regression analysis was used to examine this relationship. 

A study conducted by Nouri et al. (2022) investigated the 

impact of access to and utilization of Information and 

Communication Technology (ICT) on academic benefits and 

motivation. The research focused on 300 students aged 12-

16, comprising 160 boys, from Sanandaj, Iran. The 

researchers employed the ICT Familiarity Questionnaire, 

which evaluated both in-school and out-of-school ICT usage. 

The study's findings revealed a notable disparity in ICT access 

and usage between home and school environments. 

Specifically, the results indicated that students had 

significantly greater access to and utilization of ICT at home 

compared to school. 

Despite the crucial role of Science, Technology, Engineering, 

and Mathematics (STEM) education in driving economic 

growth and development, the levels of performance and 

participation in STEM subjects remain persistently low in 

Kenya. This study focuses specifically on modeling the 

impact of school factors on student performance in 

mathematics and science in Kenyan secondary schools, 

utilizing Canonical Correlation Analysis (CCA) as the 

primary analytical technique. The core objectives of this 

research endeavor include; determining the magnitude of the 

relationship between school factors and performance in 

STEM education. Identifying the specific school factors that 

exert the most significant influence on student performance in 

mathematics and science as investigated by Mucunu (2018). 

Akour et al. (2023) conducted a research study involving a 

sample of students from the Faculty of Business at Al-Balqa 

Applied University. To facilitate data analysis and extract 

meaningful results, the researchers employed statistical 

software programs, including SPSS version 26 and Stata 

graphics version 11. The study yielded several key findings; 

the first, second, and third canonical correlations were found 

to be statistically significant at a significance level of α ≤ 0.05. 

This comprehensive review paper provides an in-depth 

examination of multidimensional data analysis methods, with 

a specific focus on canonical analysis and its various variants. 

The paper also explores the applications of canonical analysis 

in omits data research, a field that has experienced rapid 

growth in recent years. The advent of high-throughput 

technologies has led to an explosion in the availability of large 

and complex datasets, which in turn has created a pressing 

need for innovative analytical approaches. These new 

methods must be capable of integrating data from diverse 

levels of biological organization, ranging from molecular and 

cellular levels to entire organisms and ecosystems (Wróbel, et 

al 2024). 

A study by Laleh et al. (2015) highlights the importance of 

understanding the structural dependencies among a protein's 

side chains, which can provide valuable insights into their 

coupled motions. These coupled fluctuations play a crucial 

role in facilitating communication and information 

propagation within a molecule, ultimately influencing its 

function. Traditionally, side-chain conformations are 

represented by multivariate angular variables. However, 

existing partial correlation methods, which are commonly 

employed to infer structural dependencies, are limited in their 

ability to handle multivariate angular data. 

A recent study conducted by Tang et al. (2022) investigated 

the relationship between nursing undergraduates' perceptions 

of their learning environment and their self-directed learning 

(SDL) abilities. This cross-sectional study, which took place 

in December 2020, involved a sample of 1096 junior and 

senior undergraduate nursing students aged 16-22 from 

Wannan Medical College in Anhui Province, China. The 

study's findings revealed that the total score for the learning 

environment was 120.60, corresponding to a scoring rate 

of 60.3%. Similarly, the total score for SDL ability was 89.25, 

with a scoring rate of 63.8%.  

Correlation analysis cuts across all spheres of life and our 

everyday living as it involves knowing what will be the 

outcome of event A given B occurs or does not occur based 

on their correlation. Meanwhile, CCA tries to study the 

correlation of several variables grouped into two (2) major 

groups to know how well correlated they are or are not. In this 

research, the researchers limit the variables to the results of 

the ND1 students of Department of Estate Management and 

Valuation, Niger State polytechnic in some selected 

departmental and non-departmental courses to know if there 

is a reasonable correlation between the result of the student in 

departmental and non-departmental courses. 

There are several methods through which canonical 

correlation analysis can be calculated ranging from manual 

calculation to running the process with the aid of statistical 

packages, but for the sake of this research, the statistical 

package SPSS (Version 23) will be used to carry out the 

analysis. The SPSS is a statistical package used for statistical 

analysis software to researchers, businesses, and academia.  

The researchers aim is to use canonical correlation analysis to 

carry out the analysis and the objectives are; to determine the 

correlation between the result of the students in some selected 

departmental and non-departmental courses. And, to 

identified if there is correlation between the performances of 

students in departmental and non-departmental courses 
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MATERIALS AND METHODS  

Data are important ingredient needed in statistics. It is the 

information that comes up as a result of statistical inquiries. It 

can also mean information, especially facts or numbers, 

collected to be examined and considered and used to run 

analysis which helps in decision-making. 

In this research, the data used were obtained secondarily from 

the Estate Management and Valuation Department, Niger 

State Polytechnic, Zungeru 2022/2023 session. After the data 

was obtained, we used Slovin’s formula to determine the 

appropriate sample size to be used from the data obtained. 

After the appropriate sample size has been determined with 

the help of Slovin’s formula, the sample space was selected 

using the random digit number to avoid any form of bias in 

the selection of the samples. The data collected was grouped 

into X and Y variates. The variables for Y are GNS101 and 

GNS111 and also denoted by 𝑈1 and 𝑈2 respectively. And, 

variables in X are the EST111 and EST114 represented by 𝑉1 

and 𝑉2 respectively. 

The CCA is performed when there are 𝑝 variables in 𝑍1 and 

𝑞 variables in 𝑍2  and (𝑝 + 𝑞) variables in all. Then, the 

correlation matrix 𝑅 of order (𝑝 + 𝑞) ×  (𝑝 + 𝑞) is partitioned 

in to four parts. Thus, you have the following partition: 

𝑅 = (
𝑅11 ⋮ 𝑅12

… … ⋮ … …
𝑅21 ⋮ 𝑅22

)    (1) 

Such that, 𝑅11 contains the intercorrelations among the 

elements of 𝑍1 of order(𝑝 × 𝑝), 𝑅22 contains the 

intercorrelations among the elements of 𝑍2 of order (𝑞 × 𝑞) 

and 𝑅12 = 𝑅21
𝑇 , contains the cross-correlations between 

elements of 𝑍1 and 𝑍2 of order (𝑝 × 𝑞) (Usman, 2023). 

 

Canonical Variates 

By the notation, two group of variables; 𝑋 𝑎𝑛𝑑 𝑌 are given 

as: 

Assuming we have 𝑝-variables in group 1: 

 𝑿 = {

𝑋1

𝑋2

⋮
𝑋𝑝

}      (2) 

and we have 𝑞-variables in group 2: 

 𝒀 = {

𝑌1

𝑌2

⋮
𝑌𝑞

}    (3) 

We select 2 𝑎𝑛𝑑 3 on the bases of number of variables that 

exist in group so that 𝑝 ≤  𝑞, this is done for computational 

purposes. 

In this approach, we examine linear combinations of the data, 

similar to principal components analysis. We define two sets 

of linear combinations, denoted as U and V. The set U 

corresponds to the linear combinations derived from the first 

set of variables (X), while the set V corresponds to the linear 

combinations derived from the second set of variables (Y). 

Each member of the set 𝑈 is paired with a corresponding 

member of the set 𝑉. For instance, 𝑢1 below is a linear 

combination of the 𝑝𝑋 variables and 𝑣1  is the corresponding 

linear combination of the 𝑞𝑋 variables. Similarly, 𝑢2  is a 

linear combination of the 𝑝𝑋 variables, and 𝑣2  is the 

corresponding linear combination of the 𝑞𝑌 variables. And, 

so on.... 

𝑈1 =  𝑎11𝑋1 +  𝑎12𝑋2 + ⋯ + 𝑎1𝑝𝑋𝑝 

𝑈2 =  𝑎21𝑋1 + 𝑎22𝑋2 + ⋯ +  𝑎2𝑝𝑋𝑝  (4) 

⋮ 
𝑈𝑝 =  𝑎𝑝1𝑋1 + 𝑎𝑝2𝑋2 + ⋯ +  𝑎𝑝𝑝𝑋𝑝 

Similarly: 

𝑉1 =  𝑏11𝑌1 +  𝑏12𝑌2 + ⋯ + 𝑏1𝑞𝑌𝑞 

𝑉2 =  𝑏21𝑌1 + 𝑏22𝑌2 + ⋯ +  𝑏2𝑞𝑌𝑞  (5) 

⋮ 
𝑉𝑝 =  𝑏𝑝1𝑌1 +  𝑏𝑝2𝑌2 + ⋯ + 𝑏𝑝𝑞𝑌𝑞 

In equation 4 & 5, we define (𝑈𝑖 , 𝑉𝑖) as the 𝑖𝑡ℎ canonical 

variate pair. (𝑢1, 𝑣1), is the first canonical variate pair, 

similarly (𝑢2, 𝑣2), would be the second canonical variate pair 

and so on. With 𝑝 ≤  𝑞 there are 𝑝 canonical covariate pairs, 

our objective is to identify linear combinations that maximize 

the correlations between the members of each pair. To achieve 

this, we compute the variance of 𝑢𝑖 variables using the 

following expression: 

𝑣𝑎𝑟(𝑈𝑖) =  ∑ ∑ 𝑎𝑖𝑘𝑎𝑖𝑙𝑐𝑜𝑣(𝑋𝑘 , 𝑋𝑙
𝑞
𝑙=1

𝑝
𝑘=1 ) (6) 

The coefficients 𝑎𝑖1 through 𝑎𝑖𝑝 which appear in the double 

sum have the same coefficients that appear in equation 6 

above. The covariances between the 𝑘𝑡ℎ and 𝑖𝑡ℎ  𝑋 −
𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 are multiplied by the corresponding coefficients 

𝑎𝑖𝑘 and 𝑎𝑖𝑙 for the variate. 

Similar calculations can be made for the variance of 𝑣𝑗  as 

shown below: 

𝑣𝑎𝑟(𝑉𝑗) =  ∑ ∑ 𝑏𝑗𝑘𝑏𝑗𝑙𝑐𝑜𝑣(𝑌𝑘 , 𝑌𝑙
𝑞
𝑙=1

𝑝
𝑘=1 ) (7) 

The covariance between 5 and 6 is 𝑐𝑜𝑣(𝑈𝑖 , 𝑉𝑗) =

 ∑ ∑ 𝑎𝑖𝑘𝑏𝑗𝑘𝑐𝑜𝑣(𝑋𝑘 , 𝑌𝑙
𝑞
𝑙=1

𝑝
𝑘=1 )   (8) 

The correlation between 𝑢𝑖 and 𝑣𝑗  is calculated using the usual 

formula. We take 8 and divide by the square root of the 

product of the variances 𝑈𝑖  & 𝑉𝑗 as shown below: 
𝑐𝑜𝑣(𝑈𝑖,𝑉𝑗)

√𝑣𝑎𝑟(𝑈𝑖 )𝑣𝑎𝑟(𝑉𝑗 )

    (9) 

The canonical correlation is a specific type of correlation. The 

canonical correlation for the 𝑖𝑡ℎ canonical variate pair is 

simply the correlation between 𝑢𝑖 and 𝑣𝑗: 

𝜌𝑖
∗

 
=

𝑐𝑜𝑣(𝑈𝑖,𝑉𝑗)

√𝑣𝑎𝑟(𝑈𝑖 )𝑣𝑎𝑟(𝑉𝑗 )

   (10) 

The correlation coefficient 𝜌(𝑈, 𝑉) represents the quantity to 

be maximized. Our objective is to identify the optimal linear 

combinations of the variables 𝑋′𝑠 and the variables 𝑌′𝑠 that 

maximize the correlation coefficient 𝜌(𝑈, 𝑉). 
To establish the validity of the canonical correlation analysis, 

it is essential to test for the presence of a relationship between 

the canonical variate pairs. This preliminary step enables us 

to determine whether there exists any statistically significant 

relationship between the two sets of variables. 

To assess whether the Sales Performance variables and the 

Test Score variables are independent, we can initiate the 

analysis by formulating a multivariate multiple regression 

model. In this model, the Sales Performance variables serve 

as the outcome or response variables, while the Test Score 

variables act as the predictor variables. In this case, we have 

𝑝 multiple regressions, as such, each multiple regression 

predicting one of the variables in the first group 

(𝑋 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠) from the 𝑞 variables in the second group 

(𝑌 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠).  
𝑋1 =  𝛽10 +  𝛽11𝑌1 + 𝛽12𝑌2 + ⋯ + 𝛽1𝑞𝑌𝑞 + 𝜖1 

𝑋2 =  𝛽20 + 𝛽21𝑌1 + 𝛽22𝑌2 + ⋯ + 𝛽2𝑞𝑌𝑞 + 𝜖2   (11) 

      ⋮   ⋮ ⋮ ⋮       ⋮        ⋮ 
𝑋𝑝 =  𝛽𝑝0 + 𝛽𝑝1𝑌1 + 𝛽𝑝2𝑌2 + ⋯ + 𝛽𝑝𝑞𝑌𝑞 + 𝜖𝑝 

 

RESULTS AND DISCUSSION 

𝑌 variables are the results of GNS101 and GNS111 and are 

also denoted by 𝑈1 and 𝑈2 respectively. While, 𝑋 variables 

are the results for EST111 and EST114 and are also 

represented by 𝑉1 and 𝑉2 respectively. This illustrated in table 

1: 
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Table 1: Canonical Correlations Settings 

 Values 

Set 1: Y-Variables GNS101(Y1) and GNS111(Y2) 

Set 2: X-Variables EST111(X1) and  EST114(X2) 

Correlations Used for Scoring 2 

 

Table 2: Correlationsa 

 GNS 101 GNS 111 EST 111 EST 114 

GNS 101 Pearson Correlation 1    

GNS 111 Pearson Correlation .553 1   

EST 111 Pearson Correlation .619 .578 1  

EST 114 Pearson Correlation .602 .552 .708 1 

a. Listwise N=48 

 

Table 2: Shows the correlations which measure the magnitude 

of the association between the two sets of variables. The 

correlation of 𝑉1 𝑜𝑛 𝑉2 is 0.708 also, the correlation of 

𝑈2 𝑜𝑛 𝑉2 is 0.552 which means they both have a positive 

correlation which also happens to be the strongest and weak 

correlation respectively. 

 

Table 3: Canonical Correlations 

 Correlation Eigenvalue Wilks Statistic F Num D.F Denom D.F. Sig. 

1 .724 1.102 .476 9.903 4.000 88.000 .000 

2 .014 .000 1.000 .009 1.000 45.000 .927 

H0 for Wilks test is that the correlations in the current and following rows are zero 

 

Table 3: In Canonical Correlation Coefficient, a high value 

(close to 1) indicates a strong relationship between the two 

sets of variables. The above result, it is shown that the 

canonical correlation of the first variate is 0.724 which means 

that 72.4% of variations in 𝑈1 is explained by 𝑉1 while the 

remaining 27.6% of variations in 𝑈1 is accountable by other 

variables that are not in the model. Also, the correlation of the 

second variate is 0.014 means that 1.4% of variations in 𝑈2 is 

explained by 𝑉2 while the remaining 98.6% of variations in  

𝑈2 is accountable by other variables not captured in the 

model. Furthermore, the eigenvalue of 1.102 represents the 

amount of variance explained by the first canonical variate. A 

high eigenvalue indicates that the first canonical variate 

explains a substantial proportion of variance. While, 0.000 

indicating that the second canonical variate does not explain 

any variance. 0.476 of Wilks' statistic represents the 

proportion of variance not explained by the canonical variate, 

a small Wilks' statistic indicates that the canonical variate 

explains a substantial proportion of variance. and 1.000 

indicates that the second canonical variate does not explain 

any variance. The p-value for the first variate is .000 which 

implies that  𝐻0 at 5% ls is significant since p-value < 0.05 

and we conclude that 𝑈1 ≠ 𝑉1, 𝑎𝑛𝑑 𝐻0 at 5% ls is 

insignificant since p-value > 0.05 and we can conclude that 

𝑈2 = 𝑉2. 

 

Table 4: Set 1 & 2 Canonical Loadings 

Variable 1 2 

Y1 -.913 -.409 

Y2 -.845 .534 

X1 -.940 .341 

X2 -.907 -.422 

 

Table 4: Similar to factor loadings, this outcomes indicating the contribution of each original variable to the canonical variates. 

It indicate that 𝑌2 contribute higher to the 2 canonical variates 

 

Table 5: Set 1 & 2 Cross Loadings 

Variable 1 2 

Y1 -.661 -.006 

Y2 -.612 .007 

X1 -.681 .005 

X2 -.656 -.006 

 

Table 5: Measure the correlation between the original variables and the opposite canonical variate. This shows extreme low 

positive and negative correlation. 

 

Table 6: Proportion of Variance Explained 

Canonical Variable Set 1 by Self Set 1 by Set 2 Set 2 by Self Set 2 by Set 1 

1 .774 .406 .853 .447 

2 .226 .000 .147 .000 

tel:1.102
tel:0.000
tel:0.476
tel:1.000
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Table 6: Identify Set 1 by self, this denotes the proportion of 

variance explained by the first canonical variate of Set 1, 

Value: 0.774, this means that the first canonical variate of Set 

1 explains approximately 77.4% of the variance in Set 1. 

However, Set 1 by Set 2: it represents the quantity of variance 

explained by the first canonical variate of Set 1, as predicted 

by Set 2, Value: 0.406, it indicate that first canonical variate 

of Set 1 explains approximately 40.6% of the variance in Set 

1, as predicted by Set 2. Set 2 by self: This represents the 

variance explained proportionally by the first canonical 

variate of Set 2, Value: 0.853, it shows that first canonical 

variate of Set 2 explains approximately 85.3% of the variance 

in Set 2. Furthermore, Set 2 by Set 1: this represents the 

certain proportion of variance explained by the first canonical 

variate of Set 2, as predicted by Set 1 with Value: 0.447, 

meaning the first canonical variate of Set 2 explains 

approximately 44.7% of the variance in Set 2, as predicted by 

Set 1. For the second canonical variate; Set 1 by 

self: 0.226 (22.6%). Set 1 by Set 2: 0.000 (0%). Set 2 by 

self: 0.147 (14.7%). Set 2 by Set 1: 0.000 (0%). The second 

canonical variate explains a smaller proportion of variance in 

both sets, and the cross-set predictions are not significant 

(0%). Overall, the first canonical variate explains a substantial 

proportion of variance in both sets, disclosing a strong 

relationship between the two sets. Also, the second canonical 

variate explains a smaller proportion of variance and does not 

provide significant cross-set predictions. 

The outcome of this research is compare to the research 

carried out by Akour et al. (2023), where they conducted a 

research study involving a sample of students from the 

Faculty of Business at Al-Balqa Applied University. The 

study yielded several key findings; the first, second, and third 

canonical correlations were found to be statistically 

significant at a significance level of α ≤ 0.05. The finding of 

this work can also be compare to the research by Mucunu et 

al. (2018), Their study focuses specifically on modeling the 

impact of school factors on student performance in 

mathematics and science in Kenyan secondary schools, 

utilizing Canonical Correlation Analysis (CCA) as the 

primary analytical technique. The core objectives of their 

research endeavor include; determining the magnitude of the 

relationship between school factors and performance in 

Science, Technology, Engineering, and Mathematics STEM 

education. Identifying the specific school factors that exert the 

most significant influence on student performance in 

mathematics and science as investigated. 

 

CONCLUSION 

After the analysis was carried out using a statistical package 

(SPSS), the results obtained showed that all the variables have 

positive correlations but the strongest correlation as shown in 

Table 2, is the correlation of 𝑉1 𝑜𝑛 𝑉2  (EST111 on EST114) 

is 0.708. Also, the correlation of 𝑈2 𝑜𝑛 𝑉2  (GNS111 on 

EST114) is 0.552 which is a fairly positive correlation. While 

our 𝑉1 𝑎𝑛𝑑 𝑉2 are departmental courses EST111 and EST114 

respectively. it means these two courses have higher influence 

on each other than any of the non-departmental courses in the 

model have on either of them. It also showed that the extent 

to which departmental courses correlate with other 

departmental courses is stronger than how any non-

departmental courses correlate with departmental courses 

based the results of the analysis. 

The researchers recommended that, there should be more 

efforts by the lecturers teaching non-departmental courses in 

the department of Estate Management. And, Students should 

be encouraged to see non-departmental courses as important 

as departmental courses. 
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