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ABSTRACT 

The custom of recent research in the field of software defect prediction is to display frameworks that provide 

software quality assurance teams with the ability to concentrate purely on software defect-prone codes. This 

has enabled software development time and maintenance activities to be managed more efficiently.  Previous 

studies involved intricate software defect prediction datasets and methods. However, more detailed and 

inclusive insight into the state-of-the-art software defect prediction research method is needed. This systematic 

literature review aimed at evaluating the trends in the research field, the algorithms deployed, the methods 

utilised, the datasets used, the feature selection techniques mostly applied, the software metrics used, and the 

evaluation measures used in software defect prediction studies between 2017 and June 2023. Upon the 

application of selection and rejection criteria, 104 studies published on software defect prediction from January 

2017 to June 2023 were evaluated. It was shown that 82 published articles on software defect prediction applied 

classification techniques, or about 78% of the total study. Meanwhile, the estimation algorithm accounts for 

3% of the published articles on software defect prediction. Association methods have 2%. Clustering methods 

have four total published articles, with 4%. Finally, data processing has 14 published articles, resulting in 13%. 

The distribution of datasets used in software defect prediction found that 21 published articles utilised private 

datasets, a result of about 40%. Public datasets have a total of 32 published articles on software defect 

prediction, which resulted in 60%. Additionally, it was found that Naïve Bayes dominates the most deployed 

methods with 24%, followed by Decision Tree with 20%. Also, static code metrics constitute 51% of the 

metrics used in a primary study, while object-oriented metrics produce 9% of the metrics. Composite metrics 

generated 23%, and miscellaneous metrics produced 17% of the metrics used in software defect prediction. 

The distribution of filter-based feature selection techniques utilised from our primary studies shows that 

information-gained feature selection techniques constitute 22% of the primary studies, followed by correlation-

based techniques at 13%. The distribution of wrapper-based feature selection techniques used in software 

defect prediction has shown that genetic algorithms have 25%, followed by particle swamp algorithms with 

16% of the number of published articles.  
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INTRODUCTION 

As is prevalent in the software manufacturing process, defects 

in software are an inevitable part of the development process. 

The majority of software organisations struggle to create 

qualitative, error-free software. End users receive a lot of 

complex software packages that lack essential capabilities. 

Because end users require qualitative, defect-free software, 

software testing has become a popular field of study in recent 

years. 

Despite software testing, it is impossible to completely rule 

out the possibility of a software module defect reoccurring. 

When the software product is being tested and deployed to 

clients, defects may resurface. When found, vulnerabilities in 

software can negatively affect the whole software's quality, 

cost, maintenance schedules, and reliability. According to 

Bergmane et al. (2018), software failure typically results in 

financial loss as well as hazards to people's lives and property. 

These can be caused by incorrect technique selection, 

unsteady settings, and inadequate staff training, or missing 

design requirements.  

This research is set to study different software defect 

prediction models that are used to mitigate the risk of re-

occurrence of bugs in subsequent releases of software before 

reaching the end-user, with the aim of making a critical 

analysis between them. The systematic literature review will 

span from 2017 to 2023. 

Background and Motivation 

In the past thirty years, there have been two widely accepted 

methods for identifying and resolving software defect issues 

(Wahono et al., 2015). These two approaches are prediction-

based and legacy-based. Up until recently, it was shown that 

software flaws may be found and fixed using a search-based 

method (Malhotra et al., 2023). This section presents similar 

researches conducted as well as distinguishing it from the 

prior studies.  

Hosseini et al. (2017) performed state-of-the-art cross-

product Cross Product Defect Prediction (CPDP) by 

examining the previous models, software metrics used, 

datasets deployed, different techniques employed, and defect 

prediction model performances. Their research found that the 

nearest-neighbor and decision tree models proved to present 

better performance accuracy while using CPDP. Naive Bayes 

models, on the other hand, have average prediction accuracy. 

Malhotra et al. (2017) reviewed previous studies from 

January 1992 to December 2015 by investigating software 

engineering dimensions such as defect interpretation, 

maintainability, defect prediction models, and defect-

proneness. Seventy-eight (78) research papers were examined 

upon applying search-based algorithms to evaluate parameter 

settings, fitness functions, and validation techniques. More 

reviews are needed to fill in the vacuum left by the research. 
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Sobrinho et al. (2018) investigated the bad smells in the code 

and the work done by early researchers. What kind of bad 

smell in the code is causing the issues? The findings also point 

to future efforts against the bad smell. In the review conducted 

by Malhotra (2018), sixteen (16) hybrid-based methods were 

applied to ten (10) machine learning algorithms for the 

construction of software defect prediction models. Object-

oriented metrics were tested on datasets with seventeen (17) 

inputs. The findings of statistical analysis have shown the 

predictive efficiency of using search-based and hybrid 

techniques for classifying software defects.  

Son et al. (2019) conducted a systematic review of 98 studies 

between 1995 and 2018. Various approaches to software 

defect prediction, such as data collection, pre-processing 

techniques, performance evaluation methods, security-related 

issues with defect models, and the number of studies 

conducted on cross-project software defect prediction, 

address the level of defect intensity. Li et al. (2020) performed 

a systematic literature review on 49 research studies that span 

2456 different experimental results. The review was 

conducted between January 2000 and March 2018. Confusion 

matrices and the Matthews Correlation Coefficient (MCC) 

were employed to examine the prediction performance across 

these studies. Their results proved that unsupervised models 

can be compared with supervised models for both within-

project and cross-project prediction.  

Pandey et al. (2021) performed a systematic literature review 

on 154 articles from 1990 to June 2019. Several properties of 

machine-learning algorithms were investigated. The research 

presented a summary of different machine learning 

algorithms, datasets used, feature reduction techniques 

employed, and performance evaluations between machine 

learning techniques and statistical techniques used in defect 

prediction. Malhotra et al. (2023) examined seventy-two (72) 

published research papers between January 2000 and 

December 2021. The review evaluates several techniques, 

experimental procedures, fitness functions, performance 

evaluation functions, threats to validity, and statistical 

analysis used in the studies that applied hybrid techniques. 

The aforementioned research has ascertained the use of hybrid 

techniques and their efficiencies in predicting software 

defects. However, further research is needed as the study 

retrained itself only on hybrid-based methods. 

 Pachouly et al. (2023) conducted a systematic review of 74 

published articles ranging from 1990 to 2007. The survey 

examined mainly the datasets used, methods deployed, and 

software metrics used. The major weaknesses reported have 

shown that many studies have applied private data sources, 

which are impracticable and lead to fruitless research. The 

survey suggested that machine learning techniques are 

predominantly applied in software defect prediction. Six types 

of metrics are commonly used: software class, module, file, 

component process, and quantitative level. The review further 

proved that machine learning and statistical approaches are 

coupled together for the construction of software defect 

prediction models. 

Previous studies mainly focused on defect classification using 

datasets from open-source repositories. The surveys 

conducted mainly concentrated on differentiating between 

modern and local approaches for evaluating software defects. 

One important aspect overlooked by prior research was the 

computational complexity of the defect models, tuning the 

appropriate parameter settings, and assessing the severity 

level of the defective software module. Therefore, an 

extensive survey is required aimed at the feature selection 

technique used, datasets applied, data validation technique, 

defect interpretation and prediction approaches, and tools 

used, thereby recommending further research. Hence, this 

systematic literature review will pay more attention to the 

feature selection technique chosen, datasets used, data 

validation methods, defect interpretation and prediction 

propositions, and tools, which we will recommend for future 

research. 

 

Review Methodology   

The approach followed in conducting this systematic 

literature review presents the methods used in predicting 

software defect prediction models. Systematic literature 

review (SLR) has been a proven method in software 

engineering as a process of evaluating all available research 

with the goal of providing answers to the research question 

(Kitchenham & Charters 2007). This review is based on the 

initial rules proposed by Kitchenham and Charters (2007). 

The systematic literature review approach is conducted based 

on three (3) broadways. They are in the planning, conducting, 

and reporting stages. Initially, the vital part of conducting the 

systematic review, such as the objectives, is identified in the 

introduction section. Secondly, the review protocol is drafted 

to reduce the investigator’s partiality. It describes the research 

questions, data exploration techniques, inclusion and 

exclusion criteria, data quality evaluation, and finally, data 

extraction processes. Figure one will show the steps to be 

followed in generating a systematic literature review as 

derived by(Wahono, 2015)  
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Figure 1: Steps to be followed in Conducting a Systematic Literature Review 

(Source: Wahono et al., 2015) 

 

Research Questions 

The research questions (RQ) were designed to guide the 

review in maintaining its focus, thereby obtaining the aim and 

objectives. 

This systematic literature review is targeted to answer the 

following research questions and motivations shown in Table 

1. 

 

Table 1: Research Questions on Literature Review 

RQ Research Question Motivation 

RQ1. What are the machine learning classification 

algorithms used in software defect construction? 

Identify the most predominantly used machine learning 

algorithms applied in software defect prediction. 

RQ2. 

  

What is the distribution of studies that have utilised 

feature selection techniques for the construction of 

software defect prediction models? 

Identify which of the three feature selection techniques 

is used in developing a software defect prediction 

model. 

RQ3 At what percentage do reputable journals publish 

articles on software defect prediction? 

Identify the percentage of reputable journals that have 

published research on software defect prediction. 

RQ4 What are the datasets used for software defect 

prediction? 

Identify the datasets frequently used in software defect 

prediction. 

RQ5 What are the software metrics used for software defect 

prediction? 

Identify the various software metrics used in software 

defect prediction. 

RQ6 What are the validation techniques used in software 

defect prediction? 

Identify the commonly used validation techniques used 

in software defect prediction. 

 

RQ1 will trigger the major classification algorithms used in 

machine learning for the development of defect prediction 

models. RQ2 will present the yearly distribution of studies 

that employed feature selection techniques while constructing 

the software defect prediction models. RQ3 will examine 

several datasets used in software defect prediction. RQ5 will 

showcase different software metrics used in software defect 

prediction. Finally, this work will address the different 

validation techniques used in software defect prediction 

development. 

  

PLANNING 
STAGE 

Start 

Step 1: Identify the need for a  
Systematic review  

Step 2: Develop review  
Protocol  

Step 3: Evaluate review  
Protocol  

CONDUCTING 
STAGE 

Step 4: Search for primary  
Studies  

Step 5: Select primary studies 

Step 6: Extract data from  
Primary studies  

Step 7: Assess quality of  
Primary studies  

Step 8: Synthesize data  

REPORTING 
STAGE Step 9: Disseminate results  

End  
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Literature Collection 

The literature was fetched using six scientific digital libraries, 

comprising IEEE eXplore, ACM Digital Library, Science 

Direct, Arxiv, Wiley, and Springer. Chen et al. (2010) 

proposed the aforementioned digital libraries as per the 

author’s research expertise and criteria. The digital libraries 

are as follows: 

i. IEEE eXplore [ieeexplore.ieee.org] 

ii. ACM [dl.acm.org] 

iii. ScienceDirect [sciencedirect.com] 

iv. Springer [Springerlink.com] 

v. Wiley [onlinelibrary.wiley.com] 

vi. Axiv [arxiv.org] 

 

The following phrase were used to search for a better result: 

i. Software x {defect + fault + error + flaw + bug + failure 

+ search-based + legacy-based + prediction-based} 

ii. Feature Selection Techniques x {Filter + Wrapper + 

Embedded} x {prediction + proneness} 

iii. Software Metrics x {process + product + object-

orientated} x {defect prediction} 

iv. Correlated Software Metrics x {defect prediction} 

The search string was conducted and kept alternating, but the 

original keyword was retained. This is because the adapted 

search string will increase the number of irrelevant searches. 

The search combinations were adjusted so as to get the 

required results from each database. The search digital library 

databases were checked using title, keyword, and research 

abstract. The search was restricted to only the research 

conducted between January 2017 and June 2023. Two types 

of publications were considered during the search: conference 

proceedings and journal papers. Finally, only articles 

published in English are considered. Figure 3 shows a 

flowchart of how we conducted the search for our primary 

research. 

 
Figure 2: The Search Strategy for the main Research 

 

Statistical Analysis of the Search 

Different searches were made using each of the 

aforementioned digital libraries with the phrases. It has been 

shown that IEEE and Science Direct constitute about 68% of 

the total literature generated for the research. It is further to 

note that it doesn’t mean the two contain the highest number 

of software defect prediction literatures; rather, they have 

shown the results based on the restricted phrases above. Table 

2 below presents a summary of the statistical analysis of the 

searched literature from the digital libraries. 
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Table 2: Summary of statistical analysis 

SNO. Library 
Fetched 

Result 

Articles with Identical 

Methodology 

After Removing 

Identical Methodology 

Within the range of 

study literature 

1 IEEE 3,450 610 472 43 

2 ACM 1,825 100 93 16 

3 Science Direct 3,978 253 200 28 

4 Wiley 300 14 14 4 

5 Arxiv 1,250 95 76 8 

6 Springer 2,335 50 41 4 

 Cumulative 13,138 1,222 896 104 

 

Based on the search conducted using our criteria, in IEEE we 

generated 54% of the reviewed literature, ACM has 9%, 

Science Direct has 23%, Wiley has 1%, Arxiv has 9%, and 

Springer has 4%. Figure 4 presents a pictorial representation 

in percentage of the libraries for the research’s reviewed 

literature. 

 

 
Figure 3: Statistical Analysis of the Literature 

 

Criteria in Choosing the Literature 

In order to have a better concise and get scope of the related 

literature, some certain criteria have been putting into 

consideration geared towards achieving only the required 

literatures. In table 2 we divided it into selected literature and 

rejected. 

 

Adoption Criteria 

To successfully absorb a paper, the following criteria were 

applied: 

i. Only a paper written in English is considered 

ii. The paper was published between January 2017 and 

June 2023. 

iii. Research that applied either search-based, legacy-

based, or prediction-based approaches to software 

defect prediction 

iv. New methods have been explored in software defect 

prediction. 

v. Research that includes prediction performance on each 

dataset 

vi. Research that used meta-analysis to showcase their 

results 

vii. Research with the acronym Software defect, bug, and 

fault/failure prediction 

viii. Research on software metrics such as product process 

ix. Research on Correlated Software Metrics Analysis 

 

Table 3: Criteria for Selecting Reviewed Literatures 

S/No. Selected Rejected 

1 Software Defect/Bug/Fault/Failure Prediction-based/search-

based/legacy-based/ 

Consider Noise Data or Pre-processing 

 

2 Software Metrics: Product and Process Published in Journal and Conference 

3 Feature Selection Techniques Survey or Reviewed Literatures 

4 Correlated Software Metrics Analysis Preliminary Research Findings 
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RESULTS AND DISCUSSION 

Figure 4 presents the yearly distribution of the most noticeable software defect prediction published articles from 2015 to 2023. 

 

 
Figure 4: Yearly distribution of published articles on Software Defect prediction 

 

Active Researchers Contributing to the Field 

It was observed from our chosen primary literature that 

prominent researchers who are making significant 

contributions and are still active in the field of software defect 

prediction are identified and evaluated. Figure 5 shows 

researchers with respect to their number of publications. The 

most leading researchers based on our selected studies are 

Bowes D., Bhalaji N., Chatterjee S., Ghotra B., Huda S., 

Ladarji I., Li J., Liu C., Madeyski L., Menzies T., Nam J., 

Ndenga K., Okutan A., Osman H., Tantithamthavorn C., 

Thiruvathukail G., Xu Z., and Yathish S. 

 

 
Figure 5: Prominent Researchers in Software Defect Prediction Field 

 

Trending Area of research in Software Defect Prediction 

In the past thirty years, there have been two widely accepted 

methods for identifying and resolving software issues 

(Pachouly et al., 2022). These two approaches are prediction-

based and legacy-based. Up until recently, it was shown that 

software flaws may be found and fixed using a search-based 

method (Malhotra et al., 2023). 

From the studied primary data, it has shown that there were 

82 published articles on software defect prediction that 

applied classification techniques which accumulates to 78% 
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of the total study from 2017-2023. Meanwhile, Estimation 

algorithm has 3% of the published articles on software defect 

prediction from 2017-2023. Association algorithm has 2% 

within the said period. Clustering algorithm has 4 total 

published articles within 2017-2023 from our studied articles 

amounting to 4%. Finally, Data Processing has 14 published 

articles resulting in 13% of the total studied researches from 

2017-2023 for software defect prediction. Figure 7 below 

shows the distribution of the studied primary researches from 

2017-2023. 

 

 
Figure 6: Trending area of research in Software Defect Prediction 

 

The distribution of datasets used in software defect prediction 

over the range of 2017-2023 were found to be 21 published 

articles utilizes private datasets resulting of about 40%. Public 

datasets have a total of 32 published articles on software 

defect prediction within the time frame that results in 60%. 

Figure 8 below shows the distribution of datasets used from 

our primary studied articles within 2017-2023 on software 

defect prediction.   

  

 
Figure 7: Distribution of applied datasets in Software Defect Prediction 

 

The variation over years of datasets types applied in software 

defect prediction has shown greater interest in applying open-

source datasets over its counterpart proprietary datasets. It has 

reported by Chatterjee et al. (2021) to develop a very good 

software defect prediction model will depend heavily on the 

quality of datasets used.   
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Figure 8: Distribution of Private and Public Datasets over years 

 

Commonly Used Algorithms in Software Defect 

prediction 

From the findings conducted by this literature review, there 

nine (9) commonly deployed methods in software defect 

prediction from 2017-2023 out of those mentioned in section 

3.5. The methods are: 

i. Support Vector Machines (SVMs) 

ii. DECISION TREES (DT) 

iii. NAÏVE BAYES 

iv. LOGISTIC REGRESSION (LR) 

v. K-Nearest Neighbours (K-NN)  

vi. Random Forest (RF) 

vii. Neural Networks (NN) 

viii. Ensemble Methods (EM) 

ix. Feature Selection Technique (FST) 

Figure 9 presents the most commonly deployed method in 

software defect prediction from 2017-2023 based on our 

primary studies. 

 
Figure 9: Most Commonly Deployed Methods 

 

Figure 10 shows that Naïve Bayes dominates the most deployed method with 24%, followed Decision Tree with 20%. 
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Figure 10: Distribution of most commonly deployed methods in SDP 

 

Figure 11 presents the most commonly used software metrics in software defect prediction. 

 
Figure 11: Commonly used software metrics in software defect prediction 

 

Figure 12 shows the distribution of software metrics utilized 

from 2017-2023. Static code metrics constitutes of 51% of the 

metrics used in a primary study, while Object-Orientated 

metrics produced 9% of the metrics. Composite Metrics 

generated 23% and Miscellaneous Metrics produced 17% of 

the metrics within the year of review.    
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Figure 12: Distribution of Software Metrics used in SDP 

 

Figure 13 presents the commonly applied filter-based feature selection techniques with their corresponding number of studies 

during the year under review. 

 
Figure 13: Commonly used filter-based feature selection techniques 

 

Figure 14 presents the distribution of filter-based feature 

selection techniques utilized from our primary studies within 

2017-2023. It has shown the information-gained feature 

selection techniques constitutes of 22% of the primary studies 

followed by correlation-based of 13%.   
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Figure 14: Distribution of Filter-Based Feature Selection Techniques used in SDP 

 

Figure 15 presents the commonly used wrapper-based feature selection techniques with respect to the number of studies from 

our primary studies.  

 

 
Figure 15: Commonly used Wrapper-based Feature Selection Techniques 

 

Figure 16 shows the distribution of wrapper-based feature 

selection techniques used in software defect prediction with 

genetic algorithms having 25% followed by Particle swamp 

algorithms with 16% of the number of published articles 

within the time of the review.  

 



SOFTWARE DEFECT PREDICTION MOD…            Abubakar et al., FJS 

8UDMA Journal of Sciences (FJS) Vol. 9 No. 3, March, 2025, pp 140 – 153 151 

 
Figure 16: Distribution of Wrapper-based feature selection techniques 

 

CONCLUSION  

The goal of this literature review is to evaluate and examine 

the most current datasets, algorithms and methods applied in 

software defect prediction researches from 2017 to 2023. This 

was done based on the criteria led for inclusion and rejection 

which has yielded to come up with 104 published articles on 

software defect prediction from 2017 to 2023. Based on the 

analysis conducted on our primary selected researches 

disclose that the most trended areas of research in software 

defect prediction are data Pre-processing, classification 

methods, estimating the number of defects, association 

methods and clustering methods. From our studied primary 

data, it has shown that there were 82 published articles on 

software defect prediction that applied classification 

techniques which accumulates to 78% of the total study. 

Meanwhile, Estimation algorithm has 3% of the published 

articles on software defect prediction. Association methods 

has 2%. Clustering methods has 4 total published articles with 

4%. Finally, Data Processing has 14 published articles 

resulting to 13%. The distribution of datasets used in software 

defect prediction found that 21 published articles utilized 

private datasets resulting of about 40%. Public datasets have 

a total of 32 published articles on software defect prediction 

which resulted in 60%. From the findings conducted by this 

literature review, there nine (9) commonly deployed 

algorithms in software defect prediction. The methods are: 

Support Vector Machines (SVMs), DECISION TREES (DT), 

NAÏVE BAYES (NB), LOGISTIC REGRESSION (LR), K-

Nearest Neighbours (K-NN), Random Forest (RF), Neural 

Networks (NN), Ensemble Methods (EM) and Feature 

Selection Technique (FST). Many techniques have been 

proposed by various researchers to improve the machine 

learning with different hybrid models. Yet there are more gaps 

to fill in terms issues relating to computational complexity 

such as CPU time required to perform the prediction, the 

manual selection of correlated metrics which was 

predominantly used, issues of dimensionality reduction. 
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