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ABSTRACT 

This paper presents a comparative analysis of three market price forecast models, namely Geometric Brownian 

Motion, Artificial Neural Network, and Naive Bayesian techniques, using data from the Nigeria Stock 

Exchange. The exploratory data analysis results indicate slight variations in the mean and median of the log 

stock price over a 5-year period. The data shows a relatively small spread from the mean and approximately 

symmetric distribution, as indicated by a skewness value close to zero. The normality test confirms that the 

log stock price data follows a normal distribution. The forecast using Artificial Neural Network (ANN) shows 

a minimal change in future stock price, suggesting low returns and moderate risk in the Nigerian stock market. 

The graphical representation of the ANN model demonstrates a constant path with little variation. Similarly, 

the Naive Bayesian technique provides a similar forecast to the ANN model, indicating limited profit potential. 

The Geometric Brownian Motion model also forecasts little variation in future stock prices, with 2023 showing 

slightly higher values. The accuracy of the forecast models is evaluated using the Mean Absolute Percentage 

Error (MAPE). The results indicate that the ANN model has an error of 4.60%, the Naive Bayesian model has 

an error of 9.29%, and the Geometric Brownian Motion model has an error of 12.67%. These findings suggest 

that the ANN model performs better in terms of accuracy compared to the other two models.  
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INTRODUCTION 

The stock market is the meeting place of both buyers and 

sellers of stocks. It is a platform for investors to own shares 

of companies with the sole purpose of making profits. 

Forecasting is the best method to know the future price of a 

stock (Omar and Jaffar, 2014).  

To forecast is to form an expectation of what will happen in 

the future and it is one of the most popular mathematical 

methods in many fields such as business, social science, 

engineering, and finance. The uncertainty property in stock 

price call for concern on the part of investors and financial 

managers, since the change in stock price occurs frequently, 

investors seek to know the future price of their investment and 

the risk associated with this investment which has been the 

motivation for many research in the quest for solution.  

Two common approaches to predicting stock prices are those 

based on the theory of technical analysis and those based on 

the theory of fundamental analysis (Fama, 1995). 

Fundamental analysis assumes that the price of a stock 

depends on the intrinsic value and expected return on 

investment; while the technical analysis studies the price 

movement of a stock and predicts its future price movement. 

There are alternative approaches to the forecasting of stock 

prices, for instance, the Random Walk Theory. The Random 

Walk Theory is the idea that stocks prices take a random and 

unpredictable path, making it near impossible to outperform 

the market without assuming additional risk (Fama, 1970; 

1991). 

Neural network models have become more popular in 

forecasting over the last decade in business, economics, and 

finance (Avcı 2007). According to Khashei and Bijari (2010), 

Artificial Neural Network are distinguished and most 

effective for predictive modelling because of their data-driven 

self-adaptive nature and they are universal function 

approximators. The network can generalize, this means that 

once the network learns the data, it can predict the unseen or 

future part of the data even if the given data is not smooth 

(Islam and Nguyen, 2020). 

Brownian motion is a special type of motion of molecular 

particles, first observed and described by the British-Scottish 

botanist Robert Brown in 1827. However, a French 

mathematician named this Brownian motion and proposed a 

model to predict stock prices using Brownian motion in 

(Bachelier,1900). According to the geometric Brownian 

motion model, the returns on a certain stock in successive, 

equal periods of time are independents and normally 

distributed (Dmouj 2006). Geometric Brownian motion has 

two components; a certain component and an uncertain 

component. The certain component represents the return that 

the stock will earn over a short period of time, also referred to 

as the drift of the stock. The uncertain component is a 

stochastic process including the stocks volatility and an 

element of random volatility (Sengupta, 2004). 

 In addition to the models above, Naïve Bayes algorithm is a 

classification technique which generates Bayesian Networks 

for a given dataset based on Bayes theorem. They are 

statistical classifiers and can predict class membership 

probabilities, such as the probability that a given sample 

belongs to a particular class. It assumes that the given dataset 

contains a particular feature in a class which is unrelated to 

any other feature. This assumption is called class conditional 

independence. In this paper, we build predictive models using 

all of the above three modelling techniques and compare the 

models’ performance on stock price forecasting using the 

Nigeria stock Exchange data. 

Prediction has long been a popular field in mathematical 

sciences, so there is plenty of related research in the field. 

Thereafter, a lot of research were performed to check the 

models’ accuracy of prediction to forecast the stock market.  

Hota and Dash (2021) examined the best model of stock 

market by comparing the performance of Random Forest 

(RF), Support vector machine (SVM), Long-Short Term 
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Memory (LSTM) and Artificial Neural Networks (ANN). 

From the algorithm, Neural Network performs better in all 

type of data values. Adeosun and Ugbebor (2021) examined 

the suitability of Geometric Brownian motion, symmetric and 

asymmetric jump-diffusion models, on the empirical log-

returns of the Nigerian all-share index. The suitability 

analysis results showed that the symmetric jump-diffusion 

model fits the market indices better. Pauli et al., (2021) 

compared the predictive performance of multiple linear 

regression, Elman, Jordan, radial basis function, and 

multilayer perceptron architectures based on the root of the 

mean square error. The results showed that for all times series, 

considered all architectures, except the radial basis function, 

the artificial networks tunning provide suitable fit, reasonable 

predictions, and confidence interval. Islam and Nguyen 

(2020) compared the performance of autoregressive 

integrated moving average, artificial neural network and 

stochastic process-geometric Brownian motion. The results 

showed that the autoregressive integrated moving average 

model and the stochastic model provide better approximation 

for next-day stock price prediction compared to the neural 

network model. Azizah et al., (2020) compared the 

performance of geometric Brownian motion and multilayer 

perceptron methods on Prediction of stock prices, using 

Microsoft stock prices. The result of geometric Brownian 

motion method better than multilayer perceptron method. 

Huang and Liu (2019) addressed problem of predicting 

direction of movement of stock price and compared four 

prediction models; artificial neural network, support vector 

machine, random forest and naive-Bayes. The results 

suggested that for the first approach of input data where ten 

technical parameters are represented as continuous values, 

artificial neural network outperforms other three prediction 

models on overall performance. Udomsak (2015) investigated 

the performance of naive Bayes classifier and support vector 

machine and compare their ability to forecast. The result 

showed that naive Bayes is better than the support vector 

machine at predicting the Stock Exchange of Thailand. 

Adebiyi et al., (2014) compared the forecasting performance 

by ARIMA and artificial neural network for stock data. They 

analysed daily stock prices for the Dell Incorporation and 

found a superiority of the neural network model over the 

ARIMA model. Rathnayaka et al., (2014) developed a 

forecasting model using the geometric Brownian motion 

model and compared the predictions with the results from the 

traditional time series model ARIMA using the Colombo 

Stock Exchange and found that the stochastic model 

prediction is more significant than the traditional model. 

The literature shows different opinions on the relative 

performances of the three models depending on data. Hence, 

further comparative studies of all the three models using same 

stock price data can assemble a consistent methodology for 

stock price prediction. In this paper, we study the comparative 

performances of the three models in predicting monthly stock 

prices from the Nigeria stock exchange. 

 

MATERIALS AND METHOD 

In this paper, the past closed stock price data are taken from 

the official website of Nigeria Stock Exchange. Kolmogorov-

Smirnov (K-S) test was conducted on these data to conclude 

that the data are normally distributed and feasible to forecast 

for future stock price. 

The model used in this research is Geometric Brownian 

Motion, Artificial Neural Network and the Naïve Bayesian 

Model. 

Mean Absolute Percentage Error (MAPE) is calculated in 

order to determine the forecast accuracy as well as 

performance of the models. 

 

Artificial Neural Network. 

The idea of ANN came from the structure of the animal brain, 

more specifically, from the human neural system. It is based 

on the idea of how brain works, how the neurons in the brain 

receive information from the input neurons, analyse it, and 

finally identify the object or pattern. Fundamentally, the 

mechanism has three layers—input layer, hidden layers, and 

output layer. Each layer consists of neurons or nodes. The 

hidden part may consist of many layers, however, for the time 

series analysis and forecasting, the single hidden layer feed 

forward network is the most widely used model structure 

(Zhang et al. 1998). A simple three-layer neural network has 

the following mathematical form; 

 

𝑌𝑡 = 𝑊0 + ∑ 𝑊𝑗.𝑔(𝑊0,𝑗 + ∑ 𝑊𝑖,𝑗 . 𝑌𝑡−1) + 𝜖𝑡,
𝑦
𝑖=1

𝑞
𝑗=1     (1) 

 

where, 𝑊𝑖,𝑗   and 𝑊𝑗  for i = 1, 2, . . ., p, j = 1, 2, . . ., q are 

known as connection weights. The parameter p and q are the 

number of input and output nodes respectively. The network 

involves an activation function which plays a very important 

role because it converts the input signals to be used for the 

neurons or nodes in the next layer, eventually the output 

neuron. The most widely used activation functions are the 

logistic and hyperbolic functions (Khashei and Bijari 2010), 

which are shown in Equations (2) and (3) 

𝑠𝑖𝑔(𝑥) =
1

1−𝑒−𝑥    (2) 

 

𝑡𝑎𝑛−1(𝑥) =
1−𝑒−2𝑥

1+𝑒−2𝑥    (3) 

Most of the modelers prefer the hyperbolic tangent function 

as the activation functions because of its faster convergence, 

and it makes the optimization easier. Hence, we used this 

activation function in our model. 

 

Neural Network Autoregressive (NNAR) 

The NNAR model is an ANN, where the input layer is just 

one variable input with the 𝑙𝑎𝑔1, 𝑙𝑎𝑔2  and so on models until 

lag to 𝑝, so it is called ANN Autoregressive (NNAR). This 

model is only for feedforward networks in a single hidden-

layer and is denoted by NNAR(𝑝, 𝑘), where 𝑝  denotes lag-𝑝 

as input and 𝑘 as notes in hidden layer.  

This the NNAR method uses a single hidden layer and uses a 

nonlinear function as in equation (3.4) to give weight and 

produce output from ANN. 

 

𝑍𝑗 = 𝑏𝑗 + ∑ 𝑤𝑖,𝑗𝑥𝑖
𝑛
𝑖=1    (4) 

 

Where 𝑍𝑗  is the sum function of the unit bias to j on the hidden 

layer, 𝑏𝑗   is a weight in the bias unit to 𝑗 , 𝑤𝑖,𝑗 is the weight of 

the layer 𝑖 bias to 𝑗, and 𝑥𝑖 is the network input to 𝑖. 
The activation function uses the binary sigmoid activation 

function as in equation (2) 

 

Bayes Theorem  

Let  𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛}   be a sample, whose components 

represent values made on a set of n-attributes. In Bayesian 

terms, 𝑋 is considered “evidence”. Let H be some hypothesis, 

such as that the data 𝑋  belongs to a specific class 𝐶 . For 

classification problems, our goal is to determine 𝑃(𝐻 𝑋⁄ ), the 

probability that the hypothesis H holds given the” evidence”, 

(i.e., the observed data sample 𝑋). In other words, we are 

looking for the probability that sample X belongs to class 𝐶, 
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given that we know the attribute description of 𝑋. 𝑃(𝐻 𝑋⁄ ) is 

the a posteriori probability of 𝐻 conditioned on 𝑋. 

 

Naïve Bayesian Classifier 

 The naive Bayesian classifier works as follows: Let T be a 

training set of samples, each with their class labels. There are 

k class 𝐶1, 𝐶2, … , 𝐶𝑛 . Each sample is represented by an n-

dimensional vector, 𝑋 = 𝑥1, 𝑥2, … , 𝑥𝑛, depicting n measured 

values of the n attributes,𝐴1, 𝐴2, … , 𝐴𝑁 respectively. Given a 

sample 𝑋, the classifier will predict that 𝑋 belongs to the class 

having the highest a posteriori probability, conditioned on 𝑋. 

That is 𝑋is predicted to belong to the class 𝐶𝑖 if and only if 

𝑃(𝐶𝑖 𝑋⁄ ) > 𝑃(𝐶𝑖 𝑋⁄ ) 𝑓𝑜𝑟 𝑖 ≤ 𝑗 ≤ 𝑚, 𝑗 ≠ 𝑖 Thus we find the 

class that maximizes 𝑃(𝐶𝑖 𝑋⁄ ) . The class 𝐶𝑖  for which 

𝑃(𝐶𝑖 𝑋⁄ )  is maximized is called the maximum posteriori 

hypothesis. 

 By Bayes theorem;  𝑃(𝐶𝑖 𝑋⁄ ) = 𝑃 (
(𝑋 𝐶𝑖⁄ ) 𝑃⁄ (𝐶𝑖)

𝑃(𝑋)
)          (5) 

is the same for all classes, only 𝑃(𝑋 𝐶𝑖⁄ )need be maximized. 

If the class a priori probabilities, 𝑃(𝐶𝑖), are not known, then 

it is commonly assumed that the classes are equally likely, 

that is,𝑃(𝐶1) = 𝑃(𝐶2) = ⋯ 𝑃(𝐶𝑘), and we would therefore 

maximize 𝑃(𝑋 𝐶𝑖⁄ )𝑃(𝐶𝑖) . Otherwise, we maximize 

𝑃(𝑋 𝐶𝑖⁄ )𝑃(𝐶𝑖). Note that the class a priori probabilities may 

be estimated by 𝑃(𝐶𝑖) = 𝑓𝑟𝑒𝑔(𝐶𝑖 , 𝑇) /|T|. Given data sets 

with many attributes, it would be computationally expensive 

to compute 𝑃(𝑋 𝐶𝑖⁄ ) . In order to reduce computation in 

evaluating 𝑃(𝑋 𝐶𝑖⁄ )𝑃(𝐶𝑖) ,the naive assumption of class 

conditional independence is made. This presumes that the 

values of the attributes are conditionally independent of one 

another, given the class label of the sample. 

Mathematically this means that 𝑃(𝑋 𝐶𝑖⁄ ) ≈ ∏ 𝑃 𝐶𝑘 𝐶𝑖⁄𝑛
𝑘=1  

     (6) 

 The probabilities 𝑃(𝑥𝑖 𝐶𝑖⁄ ), 𝑃(𝑥2 𝐶𝑖⁄ ), … , 𝑃(𝑥𝑛 𝐶𝑖⁄ )  can 

easily be estimated from the training set. Recall that here 

𝑥𝑘  refers to the value of attribute 𝐴𝑘 for sample 𝑋. 

(a) If 𝐴𝑘 is categorical, then 𝑃(𝑥𝑖 𝐶𝑖⁄ )  is the number of 

samples of class 𝐶𝑖 in T having the value 𝑥𝑘 for attribute 𝐴𝑘 

divided by freq(𝐶𝑖, T), the number of sample of class 𝐶𝑖 in T.  

(b) If 𝐴𝑘 is continuous-valued, then we typically assume that 

the values have a Gaussian distribution with a mean 𝜇 and 

standard deviation defined by; 

 𝑔(𝑥, 𝜇, 𝜎) =
1

√2𝜋𝜎
𝑒𝑥𝑝 −

(𝑥−𝜇)2

2𝜎2   (7) 

 so that; 

𝑃(𝑥𝑘 𝐶𝑖⁄ ) = 𝑔(𝑥𝑘 , 𝜇𝑐𝑖𝜎𝑐𝑖)   (8) 

 

We need to compute 𝜇𝐶𝑖   and 𝜎𝐶𝑖 , which are the mean and 

standard deviation of values of attribute for training samples 

of class 𝐶𝑖  . In order to predict the class label of 

𝑋, 𝑃(𝑋 𝐶𝑖⁄ )𝑃(𝐶𝑖) is evaluated for each class 𝐶𝑖. The classifier 

predicts that the class label of 𝑋 is 𝐶𝑖 if and only if it is the 

class that maximizes 𝑃(𝑋 𝐶𝑖⁄ )𝑃(𝐶𝑖).  

The Laplacian correction (or Laplace estimator) is a way of 

dealing with zero probability values. Recall that we use the 

estimation 𝑃 (𝑋
𝐶𝑖

⁄ ) ≈ ∏ 𝑃(𝑥𝑘 𝐶𝑖⁄ )𝑛
𝑘=1  based on the class 

independence assumption. What if there is a class,𝐶𝑖, and 𝑋 

has an attribute value, 𝑥𝑘, such that none of the samples in 𝐶𝑖 

has that attribute value? In that case 𝑃(𝑥𝑘 𝐶𝑖⁄ ) = 0 which 

results in 𝑃(𝑋 𝐶𝑖⁄ ) even though P(𝑥𝑘 𝐶𝑖⁄ ) for all the other 

attributes in 𝑋 may be large. We can assume that our training 

set is so large that adding one to each count that we need 

would only make a negligible difference in the estimated 

probabilities, yet would avoid the case of zero probability 

values. 

 

Geometric Brownian Motion  

Let Ω  be the set of all possible outcomes of any random 

experiment and the continuous time random process 𝑋𝑡  , 

defined on the filtered probability space (Ω, 𝐹, {𝐹𝑡}𝑡𝜖𝑇, 𝑃). 

 where, 𝐹 𝑖𝑠 𝑡ℎ𝑒 𝜎 − 𝑎𝑙𝑔𝑒𝑏𝑟𝑎  of event,{𝐹𝑡}𝑡𝜖𝑇 denotes the 

information generated by the process 𝑋𝑡  over the time 

interval[0, 𝑇]. 
𝑃 is the probability measure.  

 

Definition: A random variable ‘X’ has the lognormal 

distribution with parameters 𝜇 and 𝜎 if 𝑙𝑜𝑔(𝑋) is normally 

distributed. i.e.,  

𝑙𝑜𝑔(𝑋)~𝑁(𝜇, 𝜎2)  

 

Definition: A real valued random process 𝑊𝑡 = 𝑊(𝑡, 𝑤)  on 

the time interval [0, ∞]  is Brownian Motion or Wiener 

Process if it satisfies following conditions (Karlin & Taylor, 

2012 and Ross, 1996). 

 1. Continuity:𝑊0 = 0  

2. Normality:𝑓𝑜𝑟 0 ≤ 𝑠 < 𝑡 ≤ 𝑇, 𝑊𝑡 − 𝑊𝑠~𝑁(0, 𝑡 − 𝑠) 

3. Markov Property: 𝑓𝑜𝑟 0 ≤ 𝑠′ <′ 𝑡′ < 𝑠 < 𝑡 ≤ 𝑇, 𝑊𝑡 − 𝑊𝑠 

 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑜𝑓 𝑊′𝑡 − 𝑊′𝑠 

 

A stochastic process 𝑆𝑡  St is used to follow a Geometric 

Brownian Motion if it satisfies the following stochastic 

differential equation.  

 

𝑑𝑆𝑡 = 𝜇𝑆𝑡𝑑𝑡 + 𝜎𝑆𝑡𝑑𝑊𝑡     (9)   

 

 where, 𝑊𝑡  is a Wiener process (Brownian Motion) and 𝜇 & 

𝜎 are constants. 

Normally, it is called the percentage drift and 𝜎 is called the 

percentage volatility.  

So, consider a Brownian Motion trajectory that satisfies this 

differential equation.  

The right-hand side term 𝜇𝑆𝑡 𝑑𝑡 controls the trends of this 

trajectory and the term 𝜎𝑆𝑡 𝑑𝑊𝑡 controls the random noise 

effect in the trajectory.  

After applying the technique of separation of variable, the 

equation becomes:  

 
𝑑𝑆𝑡

𝑆𝑡
= 𝜇𝑑𝑡 + 𝜎𝑑𝑊𝑡 (10) 

Taking integration of both side; 

 

∫
𝑑𝑆𝑡

𝑆𝑡
= ∫(𝜇𝑑𝑡 + 𝜎𝑑𝑊𝑡)𝑑𝑡   (11) 

   

Since  
𝑑𝑆𝑡

𝑆𝑡
  relates to derivative of ln (𝑆𝑡)  the 𝐼𝑡�̅� calculus 

becomes: 

𝑙𝑛 (
𝑑𝑆𝑡

𝑆𝑡
) = [(𝜇 −

𝜎2

2
) + 𝜎𝑊𝑡]   (12) 

 

Taking the exponential in both sides and plugging the initial 

condition 𝑆0, the analytical solution of Geometric Brownian 

Motion is given by:  

𝑆𝑡 = 𝑆0𝑒𝑥𝑝 [(𝜇 −
𝜎2

2
) 𝑡 + 𝜎𝑊𝑡]  (13) 

The constants 𝜇  and 𝜎 are able to produce a solution of 

Geometric Brownian Motion throughout time interval.  

For given drift and volatility the solution of Geometric 

Brownian Motion in the form: 

𝑆𝑡 = 𝑆𝑜𝑒𝑥𝑝[𝑥(𝑡)]  

Where 𝑥(𝑡) = (𝜇 −
𝜎2

2
) 𝑡 + 𝜎𝑊𝑡 

 Now the density of Geometric Brownian Motion is given by  
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𝑓(𝑡, 𝑥) =
1

𝜎𝑥(2𝜋𝑡)1 2⁄ 𝑒𝑥𝑝[−(𝑙𝑜𝑔𝑥 − 𝑙𝑜𝑔𝑥0 − 𝜇𝑡)]/2𝜎2𝑡 

     (14)  

Suppose that a set of input: 𝑡1, 𝑡2, 𝑡3 … … …  and a set of 

corresponding output: 𝑆1, 𝑆2, 𝑆𝑡 … … … from 𝑆𝑡 and the set of 

data is in the mle function 𝐿(𝜃). Since Geometric Brownian 

Motion is a Markov Chain Process 

 

𝐿(𝜃) = 𝑓𝜃(𝑥1, 𝑥2, 𝑥3 … … … ) = ∏ 𝑓𝜃(𝑥𝑖)𝑛
𝑖=1  (15) 

   

Now taking derivative of the right-hand side, we get 

 �̅� = ∑
𝑥𝑖

𝑛

𝑛
𝑖=1  

 

�̅� = ∑
(𝑥𝑖 − 𝑚)2

𝑛

𝑛

𝑖=1

 

Where �̅�  and �̅� are the mle of m and v respectively and 𝑥𝑖 = 

𝑙𝑜𝑔𝑆(𝑡𝑖) − 𝑙𝑜𝑔𝑆(𝑡𝑖 − 1) 

 

Estimation of Volatility and Drift  

In developing the random walk algorithm, the volatility (𝜎) 

and drift (𝜇 ) of the historical stock price has to be estimated.  

The formula for the volatility is given as (Adeosun et al., 

2015) 

μi = ln (
Si

Si−1
)    (16) 

u =
1

n
∑ ui

n
i=1   

v = √
1

n−1
∑ (ui − u)2n

i=1

    (17) 

Where;  

𝑆𝑖   is the stock price at the end of ith trading period, 𝑢𝑖 is the 

logarithm of the monthly return on the stock over a time 

interval,�̅� is the unbiased estimator of the log returns (𝑢𝑖), 𝑣 

is the standard deviation, and 𝜎 is the volatility of the monthly 

stock return. 

The drift (𝜇) is given by (Adeosun et al., 2015); 

u̅ = (μ −
1

2
σ2) τ ⇒ μ = u̅ +

1

2
σ2      (18) 

 

Measure of Accuracy 

 The Mean Absolute Percentage Error (MAPE) would be used 

to measure the predictive accuracy of the three forecast 

models to check which has a better performance on monthly 

stock price from the Nigeria Stock Exchange. 

The mean absolute percentage error (MAPE) is one of the 

most popular measures of the forecast accuracy due to its 

advantages of scale-independency and interpretability (Hanke 

and Reitsch, 1995). This measure is generally only used when 

quantity of interest is strictly positive and it is given as (Rahul 

and Bidyadhara, 2020); 

𝑀 =
1

𝑁
∑ (

𝐴𝑡−𝐹𝑡

𝐴𝑡
)𝑛

𝑡=1     (19) 

Where, Α𝑡 and 𝐹𝑡  denotes the actual and forecast value at 

specified time ‘t’ respectively, and N is the number of data 

points.

 

Table 1: A scale of judgment of forecasting 

Source: Abidin and Jaffar (2014) 

 

RESULTS AND DISCUSSION 

This section contains results and discussion of analysis using 

the three market price forecast models. 

 

Exploratory Data Analysis 

To explore and gain basic understanding of the stock price 

data, the summary statistics and visualization plots and 

normality assumption test has been presented below 

Table 2: Log Stock Price Summary Statistics 

Statistics   Value 

Mean 9.326188708 

Standard Error 0.009693697 

Q3 9.472145236 

Median 9.345295391 

Mode #N/A 

Standard Deviation 0.075087057 

Sample Variance 0.005638066 

Kurtosis 2. 1.016743133 

Skewness 0.010408839 

Range 0.286137581 

Q1 9.180240154 

Minimum 9.015146995 

Maximum 9.672284576 

 

From table 1, the mean and median (9.326 and 9.345 

respectively) of the log of stock price for the period of 60 

months (5 years) from 2015 to 2019 shows slight variations 

while the minimum and maximum values are 9.015 and 9.672 

respectively. The standard deviation shows a little spread of 

the data from the mean. A value of skewedness approximately 

zero shows a distribution is approximately symmetric, hence, 

our skewedness of 0.010 shows the log stock price is 

approximately normal. The kurtosis reveals a distribution 

with flat tails which indicates a small outlier in the 

distribution. The normality plot in figure 1 and test give more 

clarity picture.

 

 

 MAPE   Prediction Accuracy 

< 10%  

11% - 20%  

21% - 50%  

> 51%  

Highly accurate  

Good prediction  

Reasonable prediction  

Inaccurate prediction 
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Figure 1: Histogram and Probability Plot of Log Stock Price 

 

One-sample Kolmogorov-Smirnov test 

D = 0.095, p-value = 0.617 

The plot shown in figure 1 displays a normally distributed 

data backed-up by the K-S test which gives a p-value of 0.617 

> 0.05 level of significance. This is an indication that the log 

stock price data is normally distributed, or rather, since the D-

statistics is lesser than the p-value, it is reasonable to conclude 

that the log of the stock price data follows a normal 

distribution which satisfies the assumption of a Geometric 

Brownian Motion model that the log of stock prices follows a 

normal distribution. 

 

Forecast Using Artificial Neural Network 

The graphical representation for the neural network 

autoregressive model with the interpretation is given below; 

 
Figure 2:  Artificial Neural Network Forecast Using Nigeria Stock Exchange Data 

 

Figure 2 displays the actual stock price line graph from 

Nigeria Stock exchange and the artificial neural network 

forecast. The forecast follows a seemly constant path with a 

little change or growth in its path. The result from the neural 

network forecast depicts a minimal change in the future stock 

price forecasted. This is an indication of little returns on stock 

prices considering monthly stock price forecast from the 

Nigeria Stock Exchange. It also shows the future stock price 

has little difference in value with less than moderate level of 

risk making it difficult to make tangible profit.  

 

Naïve Model Forecast of Stock Price from the Nigeria 

Stock Exchange data 

Below is the graphical representation of the actual price and 

the forecast from the Nigeria Stock price using the naïve 

Bayesian model.

  

0

2

4

6

8

10

12

14

0

2

4

6

8

10

12

14

9.0145 9.1086 9.2027 9.2968 9.3909 9.485 9.5791 9.6732 9.7673

N
u
m
b
e
r

Values

Histogram



COMPARATIVE ANALYSIS OF GEOM…      Joshua et al., FJS 

FUDMA Journal of Sciences (FJS) Vol. 7 No. 5, October, 2023, pp 258 - 265 263 

 
Figure 3:  Naïve Model Forecast of Nigeria Stock Exchange Price 

 

Figure 3 displays the train data (in blue), the test data (in red) 

and the naïve prediction (in green). The data was split into 

80% training and 20% testing. The forecast (in green) gives a 

straight line which looks constant deviating from the pattern 

of the test data. Flat in the forecast is a price that is neither 

rising nor declining. This also implies there is little chances 

of making reasonable profit from the Nigeria stock exchange 

within the time frame of the study. The naïve Bayesian 

techniques gives a similar forecast when compared to forecast 

from the Artificial Neural Network model. 

 

Geometric Brownian motion forecast of Nigeria Stock 

Exchange Price 

The table 3 below, gives four (4) years (Jan. 2020 – Dec. 

2023) forecast of stock price using historical stock price data 

from the Nigeria Stock Exchange.

 

Table 3: Forecasting Stock Price from 2020 to 2023 

Month Forecast 

Jan’20 13,029.17 

Feb’20 13,029.08 

Mar’20 13,028.99 

Apr’20 13,028.89 

May’20 13,028.81 

Jun’20 13,028.71 

Jul’20 13,028.61 

Aug’20 13,028.51 

Sep’20 13,028.42 

Oct’20 13,028.33 

Nov’20 13,028.25 

Dec’20 13,028.14 

Jan’21 13,088.93 

Feb’21 13,088.84 

Mar’21 13,088.77 

Apr’21 13,088.65 

May’21 13,088.52 

Jun’21 13,088.45 

Jul’21 13,088.37 

Aug’21 13,088.30 

Sep’21 13,088.17 

Oct’21 13,088.05 

Nov’21 13,088.01 

Dec’21 13,087.92 

Jan’22 13,147.83 

Feb’22 13,147.75 

Mar’22 13,147.65 

Apr’22 13,147.52 
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May’22 13,147.45 

Jun’22 13,147.35 

Jul’22 13,147.20 

Aug’22 13,147.14 

Sep’22 13,147.05 

Oct’22 13,146.98 

Nov’22 13,146.88 

Dec’22 13,146.79 

Jan’23 13,205.87 

Feb’23 13,205.74 

Mar’23 13,205.65 

Apr’23 13,205.58 

May’23 13,205.42 

Jun’23 13,205.40 

Jul’23 13,205.28 

Aug’23 13,205.19 

Sep’23 13,205.11 

Oct’23 13,204.98 

Nov’23 13,204.87 

Dec’23 13,204.80 

 

Form the result of the forecast using geometric Brownian 

motion displayed on table 3 above, there is little variation in 

the future stock prices for a period of four (4) years, with the 

year 2023 showing a little high value in price. The table shows 

that extreme price movements will rarely occur in the future. 

This translates to less than moderate level of risk. The riskier 

the stock price, the higher the chance and probability to make 

profit. The results show less chances of making reasonable 

profit from the Nigerian stock exchange, considering the 

period of time the study was carried out. The forecasted 

figures conform to the forecast using both artificial neural 

network and the naïve Bayesian model.  

 

Measure of Accuracy   

Below is the measure of accuracy on the models to check their 

performance considering monthly stock prices from the 

Nigeria Stock Exchange.

 

Table 4: Measure of Accuracy  

 ME RMSE MAE MPE MAPE ACF1 

NNAR  11.4 725.0 519. -0.30 4.60 0.0546 

NAIVEB  1291.69   9.29 

 

 

GBM     12.67  

 

Table 4 above displays the measures of accuracy for both 

artificial neural network, naïve Bayesian techniques and the 

geometric Brownian motion. The mean absolute percentage 

error being the measure of accuracy preferred for the purpose 

of this research work shows an error of 4.60% for artificial 

neural network, 9.29% error for the naïve Bayesian model and 

12.67% for the geometric Brownian motion. 

The results of this research work are consistent with the study 

carried out by Hota and Dash (2021) which finds artificial 

neural network better than most forecast models, it is also 

consistent with the report by Huang and Liu (2019) which 

showed the artificial neural network performed better than the 

naïve Bayesian model but contradicts the report of Islam and 

Nguyen (2021) whose results showed that the geometric 

Brownian motion performed better than the artificial neural 

network in predicting next day stock prices. 

 

CONCLUSION  

This paper examined the performance of Artificial Neural 

Network, Naïve Bayesian techniques and the geometric 

Brownian motion using historical monthly stock price from 

the Nigeria stock exchange for over the period of five years 

on a monthly basis. The results of the analysis revealed that 

future stock price within the time frame of the research will 

likely experience little change or difference in monthly price 

values. By implication, there will be minimum probability of 

making profit as prices would rarely experience any high 

variation. The minimal difference in price will account for 

less than moderate level of risk on the future stock price, this 

in turn will affect the rate of return on investment. The three 

models have similar forecast results but the Artificial Neural 

Network techniques performed better than both the naïve 

Bayesian method and the geometric Brownian motion model 

in forecasting monthly stock prices room the Nigeria stock 

exchange. As a result of findings from this research, it is 

recommended that Artificial Neural Network techniques 

should be considered when forecasting monthly stock price, 

and also, stock price models should be used within short 

period of time as long-term forecast tends to give inaccurate 

forecast. 
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