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ABSTRACT 

The coronavirus pandemic overwhelmed many countries and a shortage of testing kits and centers for 

exposed patients worsens the situation in most countries. These have prompted the need to quickly predict 

COVID-19 in patients and stop the spread of the virus. In this research, we present a method for predicting 

COVID-19 based on symptoms, and to make this system efficient, the dataset was obtained from Afriglobal 

Laboratory Nigeria, and preprocessing and feature extraction were done on the dataset. Three classifiers, 

logistic regression, support vector machines, and hybridization of the logistic regression and support vector 

machines were used to train the data. The test data were evaluated against the model, and the research found 

that the performance analysis values for accuracy, precision, recall, and F1score for logistic regression (LR) 

are 91%, 91%, 95%, and 93%, for Support Vector Machines (SVM), 94%, 93%, 100%, and 96% and for the 

Hybridized model (LR+SVM) are 95%, 94%, 98%, and 96%.  To get the parameters needed for the 

performance evaluation of the classifiers, the confusion matrix method was employed. In comparison to 

existing methods and studies, the hybridized system performs better than LR and SVM models. As a result, 

the hybridized model can accurately predict Covid-19.  
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INTRODUCTION 

COVID-19 is a contagious infection caused by the 

coronavirus SARSCOV-2 and was discovered in Wuhan, 

China, in 2019 and is now considered an epidemic 

(https://www.ncbi.nlm.nih.gov/books/). It is a contagious 

disease that spread from one individual to another via cough, 

conversation, and sneezing drops exiting from an infected 

individual or through touching a virus-infected surface and 

then touching the mouth and eyes (Sharma et al, 2020, 

Ashkan et al., 2021). The given signs and symptoms of the 

infected case are analogous to those of the common flu, 

which has the potential to lead to lethal conditions such as 

severe acute respiratory pattern (SARS). As a fully unique 

infection, there are still some important effects that the 

medical profession does not realize are contagions (Adigun et 

al., 2020, Hassanien et al., 2020).  

So far, millions of people have been infected worldwide; 

some have recovered, while others have not, resulting in 

death. Initially, there was no specific vaccine or medicine for 

COVID-19 treatment.  Some important precautions, such as 

isolation and quarantine, have been the first treatment to be 

done and it has prevented some complications and deaths 

(Simionatito et al., 2020). The epidemic has affected every 

aspect of human life, resulting in an unknown global profit 

downturn. At the extreme of the epidemic, nearly all 

governments around the world of each nation declared 

lockdown. This was the action taken to reduce the spread of 

the contagion and contain it. It was unpleasant for billions of 

people all over the world, but they had no choice but to stay 

indoors and exercise physical distancing and turn to 

technology to adjust to the new normal.  

The lockdown and physical distancing worked well in 

containing the spread of the contagion, but there is a price to 

pay. The continuation of the lockdown means keeping 

numerous people out of jobs and leaving them with little or 

no income to live for themselves and their families. The 

international suffering as it did now no longer really 

motivated the worldwide recession as it did in 2008. 

(Anshuman et al., 2019). As a result of these developments, 

we have two options, to continue with the lockdown and 

starve to death or to open up the frugality and face the 

epidemic. Because of the negative effects on society, no 

nation will continue to maintain the lockdown, However, the 

nation's reopening will be critically dependent on mass 

testing for the contagion, tracing and treating people who 

have been particularly infected (Lalmuanawna et al., 2020). 

At the height of the global lockdown and in order to 

maintain physical distancing, people had no other option 

than to resort to digital technology in all their day-to-day 

conduct. Technology stood within the gap and played an 

important part. In our face-to-face commerce, humans have 

become inextricably linked to smartphones, tablets, 

computers, and boxes. Apps offering videotape meetings 

like Zoom, Skype, Google meet, WhatsApp, and Facebook 

became sources of our relations. The epidemic has brought a 

turning point that will speed up the digital revolution such as 

artificial intelligence, data science, and machine learning 

(Jackins et al.,2021).  

(Mohanasundaram, A et. al.,2022) During the course of the 

epidemic, artificial intelligence and machine learning 

knowledge have been used to develop different algorithms 

that seek to identify early-stage people who are likely to be 

infected. These methods make predictions based on the 

patient personal data, medical symptoms, and also history 

about discharge time, and tracing contacts of, just recovered 

patients presented a study for the early ID of patients who 

can develop severe COVID-19 symptoms. Artificial 

intelligence recognizes patterns and trends in various disease 

transmission models which are used in detecting outbreaks, 

public monitoring, epidemic discovery, and patient contact 

tracking. (Muhammad et al,2021). They are also important 

in the fight against COVID-19 because they aid in the 

diagnosis of the viral epidemic and predict the severity of the 

contagion.  

In the pharmaceutical industry, these models were used to 

study the genetics and mutations of COVID-19 in order to 

improve drug prediction and vaccination (Ansary et al., 

2020). Medical image recognition using artificial 

intelligence can be efficient and effective. Due to the rapid 

advancement of modern algorithms, big data, and hardware 
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computing capability (Bhattacharyya et al., 2022), 

Convolutional Neural Networks (CNN) have been shown to 

be an effective medical image recognition technology. Some 

researchers employ image normalization, image resizing, 

deep learning, and transfer learning, to categorise chest X-

ray images (Mei-Ling Huang, and Yu-Chieh Liao, 2022). 

The widespread of the new contagion called coronavirus and 

its resulting effect has caught everyone around the world off-

guard. The virus has completely spread, but it is clear that 

the crisis is truly global in scope, with scientists and 

researchers on the front lines fighting it. This includes 

medical practitioners attempting to heal the sick and the 

infected while also reducing the mortality rate at the expense 

of their own health, as well as public health officials tracking 

the virus and vigilantly implementing measures such as 

social distancing, and laboratory experts' working to develop 

drugs, treatments, and vaccines to combat its spread. 

Coronavirus is a newly identified contagion there is no 

known pre-existing immunity to fight it in humans. Based on 

the scientific characteristics and the stories of increasing 

coronavirus-infected patients throughout the world so far, 

everyone is assumed to be vulnerable and prone to being 

infected (Sharma et al., 2020).  

Since the outbreak of the contagion, there have been various 

attempts to understand the virus better and also to curb its 

spread, numerous model predictions on the COVID-19 

epidemic have been reported. The nature of covid-19 has 

made it very difficult to track and predict, this gives room 

for its rapid spread. It is very clear that the percentage rates 

at which humans can predict the deadly disease is very low. 

Thus, this research work is to aid the early detection and 

prediction of the virus in potential patients reducing the 

spread of the deadly contagion. 

 

Related Work 

Machine learning plays a serious part in medical prediction 

and analysis. Though COVID-19 may be a new medical case 

still works have been done toward COVID-19 prediction 

using machine learning. Continous research work goes on in 

this field of exploration. Early detection and diagnosis using 

artificial intelligence techniques aid in the prevention and 

control of the COVID-19 pandemic by utilizing various data 

sources such as CT scans, X-rays, clinical data, and blood 

sample data. To analyze and predict Covid-19 disease 

different researchers had implemented different artificial 

intelligence and machine learning algorithms in the past. 

Some of them include; The XGBoost (XGB) algorithm 

which was used to create a machine learning-based model 

for predicting survival in COVID-19 infection patients. One 

of the study's key findings was the model's ability to predict 

mortality risk with 0.95 precision and 0.90 prediction 

accuracy. The models give physicians a tool for identifying 

dangerous conditions, which helps to reduce the death rate 

(Yan et al., 2020). Also, Sun et al. (2020), developed a 

model for predicting which COVID-19 patients will progress 

into critical cases. A support vector machine algorithm was 

used to develop the model using clinical and laboratory 

characteristics. The proposed model was impressive and 

robust in predicting patients in severe conditions, with up to 

0.775 accuracies. Another observation resulted in the 

development of a deep convolutional neural community 

version with a 97.2% of accuracy for binary-type COVID-19 

instances from chest X-rays (Ouchicha et al., 2020). In 

addition, with an accuracy of 98.08 % and 87.02%, the 

proposed model correctly detected the binary and multi-class 

classification of COVID-19 cases from CXIs in the study 

(Ozturk et al., 2020). 

Also, a logistic regression (LR) model to predict mortality 

risk among patients with severe COVID-19 was used. The 

most important features for distinguishing mild from severe 

cases have been identified as age, high sensitivity, C-reactive 

protein level, lymphocyte count, and d-dimer level. This 

model results show an accuracy prediction of 83.9%  (Hu et 

al., 2020).  Another model was developed by Sánchez-

Montaés et al., (2020). The study developed a machine 

learning for mortality analysis in COVID-19 patients using 

LR-based (Logistic regression) and machine learning 

techniques. The suggested model determined that age and 

gender were the most important factors, achieving an AUC 

(Area under Curve) of 0.89, a sensitivity of 0.82, and a 

specificity of 0.81, respectively.  

Alazab et al., (2020), suggest an artificial intelligence-based 

prediction system that utilized a deep convolutional neural 

network (CNN) and was used to evaluate chest X-ray 

pictures to detect COVID-19 patients. The predicting 

methods could predict the numbers of COVID-19 

affirmations, improvement, and death rates over the 

upcoming week. The average accuracy of the prediction 

models was 94.80 and 88.43% in two different countries.  In 

another work conducted by Altan et al. (2020) a hybrid 

model that recognizes COVID-19 diseases from X-ray 

images using a 2D curvelet transform was created.  A 

chaotic salp swarm algorithm and deep learning classifiers 

were used. The 2D curvelet transformation is applied to 

images obtained from X-ray radiographs of the patient's 

chest. The results show a correct identification of COVID-19 

patients (Accuracy = 99.69%, Sensitivity = 99.44%, and 

Specificity = 99.81%). In another work performed by 

Ahmed et.al. (2020), COVID-19 classification was based on 

incomplete heterogeneous data and a KNN variant 

algorithm.  A comparison of the variants such as Modified 

KNN (MKNN), KNN for imperfect data (KNNimp), and 

cost-sensitive KNN was provided (csKNN). The variant 

achieved the most streamlined performance. The result 

showed an accuracy of 93%.  

COV-CAD, a computer-aided diagnosis (CAD) system for 

diagnosing COVID-19 disease in CT and X-ray datasets, 

was created by Ashkan et al. (2021). This COV-CAD 

system is made up of a feature extractor, a classification 

method, and a content-based image retrieval (CBIR) system. 

The feature extractor was created using a modified AlexNet 

CNN, and the percentages for CT and X-ray datasets are 

93.20 and 99.38 %, respectively. Adi et al. (2021) developed 

a reliable convolutional neural network (CNN) model for the 

classification of COVID-19 based on chest X-ray views. A 

transfer learning-based CNN model was developed by pre-

trained architectures, and each image was carefully selected 

to avoid bias, consisting of 368 COVID-19 pneumonia cases 

and 850 other pneumonia cases. In addition to assisting 

radiologists, the results showed that reliable COVID-19 

pneumonia diagnosis from CXIs based on the CNN model 

opens the door to accelerating triage, saving critical time, 

and prioritizing resources. For the identification and 

classification of COVID-19, a three-stage ensemble boosted 

convolutional neural network for classification and analysis 

of COVID-19 chest x-ray images was developed by 

Kalaivani, and Seetharaman (2022) 

 

Comparison of COVID-19 Prediction Techniques  

A number of techniques have been proposed over the years 

for the predictions of covid-19. The comparison of covid-19 

techniques in table 1 shows their limitations. 
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Table 1: Comparison of Covid-19 Techniques 

Author Strategy Used Limitations Datasets Used 

 

% Accuracy 

Yan et al., (2020) XGBoost (XGB) Small dataset used   X-ray  90 

Alazab et al., (2020) AI-based on Deep 

learning CNN 

Not Available   Chest X-ray 88-94 

Ahmed Hamad et al 

.,(2020) 

MKNN), KNNimp, 

csKNN, KNN variant 

Small sample size  Symptoms 93 

 

 

Adi et al., 2021 

 

CNN Not Available chest X-ray images 94.96 

Mei-Ling & Yu-

Chieh, 2022 

CNN Not Available  NIH Chest X-rays, & CT 98.33% 96.78 

 

MATERIALS AND METHODS 

This section discusses the proposed model for solving the 

identified problem, which is developing a machine-learning 

data model to predict COVID-19 in potential patients. It 

consists of a sequence of methods that started with the 

collection of data containing the parameters alongside the 

target variables of the Covid-19 data, the second stage 

implements the pre-processing procedure by removing the 

noises and gaps. Feature extraction was done using a 

combination of the univariate method (select Kbest), 

correlation coefficient, and extra tree classifier. The 

extracted features reduced the data and the number of 

features by eliminating insignificant and redundant features 

which improve the prediction accuracy. Three separate 

algorithms were comparatively used as the classifiers which 

were LR, SVM, and LR+SVM. The performance of these 

Algorithms was evaluated using performance metrics such 

as accuracy, recall, precision, and confusion matrix. Fig. 1 

depicts the various stages of model development using a 

block diagram. 
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Figure 1: The Block Diagram of the Proposed Prediction model of COVID-19. 

 

Data Acquisition  

 

Table 2: Dataset of Symptoms. 

S/N   SYMPTOMS    

1.  Running Nose    Headache Dry   

Cough  

  

Chronic  

Lung  

Disease 

Breathing 

 Problem  

 

Sanitization 

from  

Market   

 

2.  Asthma Attended 

large 

gathering 

Gastrointestinal Abroad 

Travel 

Heart   

Disease   

 

Contact with  

COVID  

Patient 

3.  Fatigue Wearing  

Masks  

 

Family working 

public exposed places 

Visited  

Public   

Exposed 

Places 

Fever  

 

Age 

4.  Hypertension Diabetes  

 

Sore   

throat  

Gender   

 

The data used for this research work were collected from a 

hospital repository laboratory. The dataset which consists of 

9519 characters collected from 500 individuals who were 

tested in the laboratories was stored in a CSV folder (table 

2). It contains 23 features which include symptoms and other 

physical features. This allows the model to network and train 

various possible variations of symptoms and becomes 

adaptive in nature. All these entries served as a training 

dataset which was the input data that was fed into the model 

for the prediction system. Fig. 3 shows the visual 

representation of the dataset of features.
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Figure 2: Visual representation of Dataset 

 

Data Preprocessing   

The data acquired were fed as input to the preprocessing 

stage. The raw data collected were subjected to a number of 

preliminary processing stages to make it usable in the 

descriptive stages. Preprocessing was used to remove noise 

and gaps from the data. 

The following steps were taken in the Preprocessing stage:       

Step 1: Import the python standard libraries that are used to 

perform some specific jobs such as removing gaps, noise, 

and outliers. 

Step 2: Check the dimensions of the dataset such as rows, 

columns, shapes, statistical summary, etc. Fig 3.  

Step 3: Data cleaning for the removal of gaps and outliers, 

checking for duplication, handling missing data and noisy 

data  

Step 4: Scaling and normalization- comprises attributes with 

varying scales and standardizes a dataset's independent 

variables into a specific range. Fig. 4  deals with categorical 

variables (alphabets) and their conversion to numerical 

variables (numbers) that machine learning can understand. 

Step 5: Splitting the dataset into training and testing either 

ratio 80:20. It varies according to the shape and size of the 

dataset in question.  

 
Figure 3: The shape and dimension of dataset. 
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Figure 4: Dataset with categorical data. 

 

Feature Selection 

By extracting and refining features from raw data, feature 

extraction reduces the number of features or input variables 

in a dataset. The greater the number of features, the more 

difficult it is to visualize the training dataset and build a 

predictive model. For this research, a combination of the 

univariate method (select Kbest), correlation coefficient, and 

extra tree classifier was utilized. The steps taken were: 

Step1: Import the necessary python and scikit libraries that 

would be used for feature extraction. 

Step 2: Using the selectKbest class that can be used with a 

suite of different statistical tests to select a specific number 

of features. The chi-squared statistical test was used to select 

the best features. 

Step 3: The correlation coefficient states how the features 

are related to each other or the target variable. Whether a 

positive correlation or negative. In this research, a heatmap 

was used to identify which features are most related to the 

target variable Figure 3. 

Step 4: The last feature selection method is an inbuilt tree-

based classifier that was used for extracting the best features 

for the dataset. The extra tree classifiers method will help to 

give the importance of each independent feature with the 

dependent feature. Each feature will give a score. The higher 

the score, the more relevant the feature is to the output 

variable depicted in Figure 4. 

Step 5: Select common features from the three feature 

selection methods for modeling. 

 

Classification  

The next step is the development of the prediction model 

which employs three algorithms namely logistic regression 

(LR), support vector machines (SVM), and a hybrid of 

logistic regression and support vector machines (LR+SVM). 

These algorithms were chosen primarily because of their 

individual ability to decrease training time and increase the 

accuracy of prediction. The three algorithms were used 

sequentially herein, output from the feature extraction stages 

was fed into LR, SVM, and LR+SVM machine classifiers, 

and the output of the three algorithms was then compared 

using accuracy as a metric and the algorithm with the highest 

accuracy was used to develop the prediction system. 

 

Logistic Regression  

Logistic regression is a statistical analysis method to predict 

a binary outcome such as yes or no based on the 

observations in the dataset. A logistic regression model 

predicts a dependent data variable by analyzing the 

relationship between one or more existing independent 

variables. It is used when the data is linearly separable and 

the outcome is binary in nature (yes and no). That means 

logistic regression is usually used for binary classifications 

to predict whether the patient is infected(yes) or not(no). It 

can be derived from the following sigmoid function: 

 

P  =
1

1+𝑒
− 𝑎 + 𝑏𝑥     (1) 

where P = probability, a, and b = parameters of the 

model.  
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Figure 5: Heatmap of selected features 

 

Support Vector Machine  

A support vector machine (SVM) is a supervised machine 

learning model that uses classification algorithms to solve 

classification problems. It is a reliable classification 

algorithm that works well with small amounts of data. An 

SVM version is a point-in-area illustration of the examples 

which have been mapped so that the examples of the 

different categories are separated by as wide a gap or 

hyperplane as possible. Classifying medical datasets is a 

common procedure in machine learning algorithms like 

SVM. The symptoms parameters will be categorized into 

various groups of similar patterns, the SVM classifier will 

then separate the parameters into two groups of similar 

patterns using hyperplanes. The SVM finds the optimal 

hyperplane because it not only classifies the existing dataset 

but also predicts the class of unknown data. The optimal 

hyperplane is the one that has the biggest separator margin.  

 
Figure 6. Graph of important features 

 

The Hybrid LR+SVM 

Logistic Regression and Support Vector Machine algorithms 

were hybridized using a stacking approach.  

The stacking method was used to combine the techniques for 

logistic regression with support vector machines. In this 

method, a meta-learning algorithm is used to learn how to 

combine the predictions from two or more underlying 

machine-learning algorithms in the best possible way. The 

meta-learning algorithm for the optimization of the two 

models was K-Nearest Neighbor. The meta learner, which 

combines the prediction performance of the two algorithms, 

uses the individual predictions of LR and SVM as input. Fig. 

5 illustrates the KNN meta-learner-based hybridization of 

LR and SVM for improved prediction results. 
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Figure 7: Stacking algorithm 

 

Evaluation 

To get the parameters needed for the performance 

evaluation, the confusion matrix method is employed. The 

confusion matrix is well-suited for evaluating classification 

models. A confusion matrix involves the use of a two-

dimensional table where the columns correspond to the 

predicted labels of the model while the rows correspond to 

the correct class labels.  From the confusion matrix, we get 

True Positive (TP), True Negative (TN), False Positive (FP), 

and False Negative (FN). Table 3 shows how these values 

are gotten from the table. These values form the parameters 

needed to calculate the performance terms of the model.  

 

Table 3: Sample of the confusion matrix 

 
 

i. TP: True positives are the correctly predicted values. 

It is when you predict an observation belongs to a 

class and it does belong to that class.  

ii. FP: False positives occur when you predict an 

observation belongs to a class when in reality it does 

not.  

iii. FN: False negatives occur when you predict an 

observation does not belong to a class when in fact it 

does.  

iv. TN: True negatives are when you predict an 

observation does not belong to a class and it does 

not belong to that class. 

a) Accuracy: This gives the rate of correct predictions 

given by our model. It tells how often our model is right.  

Accuracy=    
𝑇𝑃

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
     (2) 

 

b) Precision: This metric shows how good the model is at 

predicting a specific category. It is used to calculate the 

model’s ability to classify positive values correctly. 

  

Precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
        (3) 

c)  Recall: This tells how many times the model was able 

to detect a specific category. it is used to calculate the 

model’s ability to predict true positive values.  

 

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
       (4) 

 

d)  F1-Score: This is the harmonic mean of recall and 

precision. It is useful when you need to take both precision 

and recall into account.  

 

F1-Score = 2×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
   (5) 

 

RESULTS AND DISCUSSION 

The confusion matrix is a summary of prediction results on a 

classification problem. It involves the use of a two-

dimensional table where the columns correspond to the 

predicted values and the rows correspond to the actual 

values. A confusion matrix is a good way of evaluating a 

good effective classification model and is used to visualize 

the performance of a classifier. 
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Figure 8: Confusion matrix for logistic regression 

 

 
Figure 9: Confusion matrix for support vector machine 

 

 
Figure 10: Confusion matrix for Hybrid Model 

 

Figures. 8, 9, and 10 show the actual values and prediction 

values of both classification models from 100 samples of test 

data. Figure 6 shows that the model correctly predicted 28 

patients with Covid-19, incorrectly predicted that 6 patients 

did not have Covid-19, correctly classified 66 as having no 

Covid-19, and correctly classified that no patients who had 

Covid-19 did not actually have Covid-19. Fig. 8 shows that 

the model correctly predicted 28 patients with Covid-19, 

incorrectly predicted that 4 patients did not have Covid-19, 

correctly classified 67 as having no Covid-19, and correctly 

classified that one patient who had Covid-19 did not actually 

have Covid-19.  Table 4 shows four possible outcomes using 

the Confusion matrix and table 5 depicts the prediction 

performance of machine learning models 

Table 4: Four Possible Outcomes using the Confusion Matrix 

Possible Outcomes Logistic 

Regression 

Support Vector 

Machine 

Hybrid Model 

TP (True positive) 

 

28 28 28 

FP (False positive) 

 

3 0 1 

TN (True negative) 

 

63 66 67 

FN (False negative) 

 

6 6 4 

Hybrid = LR + SVM 

 

Table 5: Prediction Performance of Machine Learning Models 

Machine Learning  Accuracy  Precision  Recall  F1_Score  

LR 91.0  94.0  92.6. 93.3  

 

SVM 

 

Hybrid 

93.0  

 

95.0 

94.2  

 

94.4 

95.6  

 

98.5 

94.9 

 

96.4  

 

 LR=Logistics Regression, and SVM=Support Vector Machine 
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Table 6. Performance Evaluation of Developed System with Related Works 

S/N Authors Methodology Dataset used Performance 

Accuracy(%) 

1  Yan et al (2020)  XGBoost (XGB) model Clinical dataset  90 

2  
Hu et al (2020)  Logistic Regression Demographic and 

clinical dataset  

83.9 

3  
Ahmed Hamad  

et al (2020)  

KNN variant Symptoms  93 

4 
Adi et al, 2021 

 

CNN Chest X rays 

 

94.9 

5  

Developed Model 

(2021)  

LR  

SVM 

Hybridized  

Symptoms  

 

91 

93 

95 

 

 

 

 
Figure 10: Visual representation of the Performance metrics 
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Figure 11: Gender count of Covid-19 patients 

 

 
Figure 12: Age-frequency of the Covid -19 patient 

 

According to table 6, the algorithms have an accuracy of 

91% for logistic regression, 94%, for support vector 

machines, and Hybridized as 95%. Therefore, the 

Hybridized model gives an astounding result by having a 95 

% accuracy, 94.4 % precision, 98.5 recall, and  96.4%  F-

score. Fig. 10  depicts the Visual representation of the 

performance metrics.  Fig. 11 explains the graphical 

representation of the gender count of Covid-19 in the data 

while Fig. 12 shows the age frequency of Covid-19. 

 

CONCLUSION 

In this research work, a system was developed to predict 

Covid-19 using classification methods. The developed 

system used five main steps namely data acquisition, data 

preprocessing, feature selection, and classification.  Data 

were acquired at a medical test center. Data preprocessing 

was applied to the Dataset to remove any noise, gaps, and 

outliers without losing relevant features. Feature extraction 

was then done on the datasets important features were 

selected for the prediction and irrelevant features dropped. It 

helps simplifies the data while retaining the relevance of the 

features in the data set. For the classification, logistic 

regression, support vector machines, and hybridized LR and 

SVM algorithms were used. The Hybridised model achieves 

astounding results of  95% accuracy, 94.4 % precision, 98.5 

% recall, and 96.4 % F-score. This is so because the 
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algorithms work in tandem to handle feature variations. As a 

result, a hybrid algorithm was created to highlight various 

symptoms that effectively identify COVID-19. 

The primary purpose is to provide a fast and easy method to 

identify COVID-19 in patients so that action can be taken 

based on these results. However, the developed system or 

the web-based application is not meant to replace actual 

laboratory tests such as an RC-TCP test but to give patients a 

basic idea so that they can take preventative measures in the 

meantime before actual confirmation. It is paramount for us 

to make clear that under no circumstances are we trying to 

replace actual diagnostic tests with a classifier instead we 

argue that a machine learning-powered assessment system 

would help optimize the use of the limited testing kits and 

centers, especially in developing countries.  
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