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ABSTRACT  

Cancer is the second most common cause of death in the world, especially in developing countries. Cancer 

is a serious and dangerous disease that is usually caused by abnormal growth of the cell. This abnormal 

growth causes lumps (tumors). Breast cancer is ranked the fifth cause of cancer deaths worldwide and the 

second most common form of cancer amongst females. Machine learning is one of the most trending 

technologies in computing. It entails the automated conversion of data into useable information that can be 

related with. This Paper is concerned with the use of a classification algorithm like Support Vector Machine 

(SVM) to develop a model for the detection of breast cancer. The developed model is to select/extract 

features from dataset and then classify it as either benign (non-cancerous) or malignant (cancerous). Dataset 

was collected from the Wisconsin database (in which features are computed from a digitalized image of a 

Fine Needle Aspirate (FNA) of a breast mass) then trained and tested using the SVM classifier for prediction 

of breast cancer. In the algorithm, we plot each data item as a point in n-dimensional (here n=9), with the 

value of each feature being the value of a particular coordinate. Classification is performed by finding the 

hyper-plane that differentiates the two classes.  The model accepts values of attributes as inputs and predicts 

whether a breast mass is benign or malignant, with an accuracy level of 94.3%. This model is recommended 

for use in the health sector and also for personal use. 

Keywords: Support Vector Machine (SVM), Benign, Malignant, Fine Needle Aspirate (FNA), Machine 

Learning, Breast Cancer, Medical Images 

 

INTRODUCTION 

Cancer is a serious and a very dangerous disease that is 

usually caused by cells that are not normal and can spread 

from one part to several parts of the body (Sonawane and 

Bhutad, 2017). It has eaten deep into humanity and has 

claimed the lives of millions of people. According to the 

American cancer society (ACS, 2017) , cancer is the second 

most common cause of death in the USA and accounts for 

nearly 1 of every 4 death. Cancer is considered to be one of 

the leading causes of mortality worldwide (Brook et al, 2008; 

Charan et al, 2018). Some kinds of Cancer include skin 

cancer, breast cancer, lung cancer, colorectal cancer, cancer 

of the brain, etc. For the purpose of the project, the focus will 

be on breast cancer. Breast Cancer has been rated as one of 

the leading causes of death among women (Fallahi and Jafari, 

2011). It is ranked the fifth most cause of cancer deaths 

worldwide, and the second most common form of cancer 

amongst females (Lotfy and Salem, 2010). In the past two 

decades, the incident of breast cancer has shown an upward 

trend. Breast cancer starts when the cells in the breast 

suddenly begins to grow out of control. It can start from 

different parts of the breast. According to (Hamouda, 2017), 

each year about 182, 000 women are diagnosed with breast 

cancer in the whole world, and about 43,300 dies. Statistically 

speaking, one woman out of every eight women, has or will 

develop breast cancer in her lifetime. The risk of developing 

breast cancer increases with age. In both developed and 

developing countries, there has been an increase in the 

number of individuals suffering from breast cancer. It is really 

a deadly disease (Levy and Jain, 2016).  

The mortality rate of people whose life have been cut short by 

breast cancer is very high. Every year, more lives are claimed. 

The detection/diagnosis of cancer related diseases is 

sometimes very challenging, any may not be accurate if 

carried out manually (Nahid and Kong, 2018).  

To curb this, we embarked on this research, in a bid to come 

up with a machine learning model that will help reduce the 

mortality rate and improve the standard of living of infected 

victims. Many other related works has been carried out before 

now by several researchers. But, our research has the highest 

degree of accuracy, compared to previous works.  

Nahid and Kong (2018), the MIAS database was used, from 

which several wavelet entropy features like were extracted 

and analyzed in digital mammograms for the diagnosis of 

breast cancer. After the features were extracted, ensemble 

classification was carried out, using Support vector machine 

(SVM), Bayes and K-nearest neighbor (KNN) classifiers. 

SVM gave the highest level of accuracy.  

Higa, (2018) work is concerned with the development of an 

expert system for the diagnosis and prognosis of breast 

cancer. Two data mining algorithms, i.e. decision tree and 

artificial neural network to classify mammograms as either 

malignant or benign. At the end of the day, the degree of 

accuracy was high respectively  
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This paper, prepared by (Khodaryet al., 2017), aims at 

developing a MATLAB program, for early detection of breast 

cancer, based on excellent images produced. This approach 

works with digital mammogram, from which the tumor 

regions are separated, and then the images are classified based 

on edge-sharpness, shape of tumor and feature extraction, 

after which the system decides whether the mammogram 

image is normal, and whether it is abnormal. If it is abnormal, 

it then checks if it is benign or malignant.   

In this paper, a model was presented, known as the Adaptive 

Resonance theory (ART2) Neural Network that could classify 

breast tumor as either benign or malignant. When this model 

was compared with other models and tested using the 

Wisconsin Breast cancer database, the degree of accuracy 

realized in the result was 82.64%, while the fuzzy system and 

the digital mammogram breast cancer diagnosis gave a result 

of 80.6% and 73.7% respectively (Narang et al., 2012). 

 

This research paper is concerned with the development of an 

expert system for the diagnosis and prognosis of breast 

cancer. Two data mining algorithms, i.e decision tree and 

artificial neural network to classify mammograms as either 

malignant or benign. At the end of the day, the degree of 

accuracy was high respectively (Higa, 2018). 

 

Wang (2017) went on a survey and reviewed screening and 

biosensor techniques used for the diagnosis of breast cancer 

at its early stage. Most of the recent approaches of data mining 

and biomarkers with biosensors were also reviewed. The 

micro-wave imaging technique was studied and approved as 

a very reliable and cost-effective diagnostic tool for the early 

detection of breast cancer. 

This research work is concerned with the use of Bayesian 

network and data preprocessing for the automatic detection of 

breast cancer in females. The dimension of the breast cancer 

database is reduced by an algorithm known as Relief, which 

is normally followed by data preprocessing, and then 

Bayesian network is used to classify the images as either 

malignant or benign. When this approach was compared with 

others like neural network and neural network combined with 

association rules, it was discovered that the model performs 

better (Fallahi and Jafari, 2011). 

 

Support Vector Machine (SVM) 

A Support Vector Machine (SVM) is a discriminative 

classifier defined by a separating hyperplane. Alternatively, 

given labeled training data (supervised learning), the 

algorithm yields an optimal hyperplane. In two dimentional 

space this hyperplane is a line dividing a plane in two parts 

where in each class lay in either side (Ade-Ojo, 2018). 

SVM is supervised learning technique, mostly used in 

medical diagnosis for classification. It minimizes the 

experimental errors and maximizes the geometric margin that 

is why it is also called Maximum Margin Classifier (Nahid 

and Kong, 2018). Data represent in the space in the form of 

points, belonging to either one of 2 classes. SVM creates 

hyperlane that divide the data according to their belonging 

classes on the same plane as shown in figure 1.

 

 
Fig. 1: Support Vector Machine (Ade-Ojo, T. 2018) 

 

Where x is input sample lying on hyperlane, w is the 

hyperlane orientation and b is the distance of hyperlane from 

the origin. {+1.-1} are the labels of the class.  

The reason to select SVM is:  

 It’s a binary classifier and consider best for 2 class 

problem  

 SVM provide unique, optimal and global solution.  

 

MATERIALS AND METHODS 

This methodology provides complete measures for the 

detection of breast cancer. For the purpose of this paper, we 

used the Cross-Industry Standard Process for data mining 

(CRISP-DM) methodology. CRISP-DM as shown in figure 2 

is one of the best methodologies for data mining, introduced 

in 1996. The sequence of the phases as shown in figure 2 is 

not strict and moving back and forth between different phases 

as it is always required. 

The Cross-Industry Standard Process for data mining 

(CRISP-DM) methodology was selected for the following 

reasons: 

i. It saves cost and reduces risk of project failure 

ii.  It supports gradual and timely delivery and testing 

of system functionalities. 
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iii. It encourages constant feedback and responses from 

users. 

The Wisconsin dataset, containing 699 data and 11 attributes 

were used.  70% of the data was used for training and 30% for 

testing.  The selected features includes: Clump Thickness, 

Uniformity of Cell Size, Uniformity of Cell Shape, Marginal 

Adhesion, Single Epithelial Cell Size, Bare Nuclei, Bland 

Chromatin, Normal Nucleoli and Mitoses. 

For the purpose of this research, a machine learning 

algorithm, known as the Support Vector machine (SVM) 

algorithm was used to test, classify the selected features, and 

predict whether it’s malignant (cancerous) or benign (non-

cancerous).  

Support vector machine algorithm was used for classification. 

In this algorithm, we plot each data item as a point in n-

dimensional (here n=9), with the value of each feature being 

the value of a particular coordinate. Classification is 

performed by finding the hyper-plane that differentiates the 

two classes (i.e, benign and malignant).   

The Django framework was used to design the back end and 

the front end, which handles the features that were inserted 

and was designed using HTML, CSS and JavaScript. The 

features were inserted into columns, and then sent to the back 

end for processing.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Illustration of the CRISP-DM Methodology 

 

The development process started with the planning phase where the current system was observed, existing documents were 

analyzed and the users were met to gather the requirements of the system. It was followed by the analysis phase, where the 

logical designs of the system were produced. Then to the designing phase where the physical designs of the system were 

produced. Thereafter, proceeded to the coding and testing phase where the logical and physical designs were translated into 

programs and the system’s outputs were validated with that of a real system. Whenever the output is undesirable, the 

development process as in figure 3 backtracked to the analysis phase; this is continued until the desired system is achieved. 

 

 

 

 

developed.    

     

  

 

 

 

 

 

 

 

 

 

Fig. 3: Development process of the system 
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RESULTS AND DISCUSSION 

As earlier stated, we used Support Vector machine for classification, after which a prediction is made as to whether a set of 

features falls under malignant or benign.  At the end of this research, a model that can be used for the detection of breast cancer 

in ladies was formulated.  

Figure 4 is the screenshot on how to switch to the user registration page by clicking on the Signup button. 

 

•  
Fig. 4:  screenshot Home page 

To register, enter your proposed ‘username’, ‘firstname’, ‘lastname’, ‘email’, ‘password’ and retype your password for 

verification, then click on Signup as shown in figure 5.  

 

 
Fig. 5:  screenshot of Registration page 

 Figure 6 shows the user interface, where features are inserted. The radiologist gets the mammogram as the patient, 

carries out several tests on it and then selects the Clump Thickness , Uniformity of Cell Size, Uniformity of Cell 

Shape, Marginal Adhesion, Single Epithelial Cell Size, Bare Nuclei,  Bland Chromatin, Normal Nucleoli and 

Mitoses, which are then tested to ascertain whether its benign (non-cancerous) or malignant (cancerous), using the 

model. 
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Fig. 6: User Interface page 

 

As shown in figure 7, the selected features were received as inputs and then processed. The inputs were tested using the 

machine learning model created, and the result of the diagnosis proved it is benign (Non-cancerous). 

 
Fig. 7: Screenshot of Result (Non-cancerous) 

 

From figure 8, the selected features were received as inputs and then processed. The inputs were tested using the 

machine learning model we created, and the result of the diagnosis proved it is malignant (cancerous). 

 
Fig. 8: Screenshot of Result (Cancerous) 
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Figure 9 shows the codes and model accuracy result of the algorithm which gives 94.28% 

 

 
Fig. 9: screenshot of the model (Result) 

 

 

CONCLUSION 

This research work is concerned with the development of a 

machine learning model for the extraction of features and the 

detection of breast cancer, and also a Django web application 

to demonstrate the applicability of the model. The web 

application authenticates a user and then allows the user to 

input nine features obtained from a test. These features 

include: Clump Thickness, Uniformity of Cell Size, 

Uniformity of Cell Shape, Marginal Adhesion, Single 

Epithelial Cell Size, Bare Nuclei, Bland Chromatin, Normal 

Nucleoli and Mitoses. The system then predicts based on the 

inputs of the user, if the breast mass is benign (Cancerous) or 

malignant (non-cancerous). This research will be beneficial to 

the government most especially the health sector in their 

planning to minimize the spread of cancer related issues. At 

the end of this research, a machine learning model and a web 

application was developed which can be used for the detection 

of breast cancer with an accuracy level of 94.3%. 

Research can still be carried out in this area (via machine 

learning) in other to come up with a more efficient model that 

will have a higher level of accuracy. Especially for breast 

cancer detection from mammograms (x-ray image of the 

breast), algorithms like the Convolutional Neural Network 

can be used to bring about a better model with a very reliable 

result.   
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