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ABSTRACT  

Text classification is a method of grouping a document text into different predefined categories. This 

method has been applied in different areas such as classification of scientific articles, spam filtering, and 

classification of document genre. Text classification is a popular task in data mining because of its level 

of accuracy and easy application. The Internet is a common message transmission medium among many 

people, billions of messages move around the internet on a daily basis through different platforms on the 

internet such as e-mail, Facebook, Twitter, etc. Some of these messages are being transmitted with wrong 

motives, thus it became imperative to design a model for filtering some of these messages using data 

mining algorithms to sieve away the unwanted messages from circulation. In the light of this, this paper 

applied three data mining techniques namely: Support Vector Machine (SVM), Naïve Bayes and K-

Nearest Neighbour (KNN) to develop models that can be applied to filter messages from Facebook and e-

mail to counter circulation of online hate speeches on these platforms. It also compared the performance 

of these models against collected data to identify the state of the art text classifier. It was observed that 

the Naïve Bayes algorithm performed better than the other two with an accuracy of 61.5 and ROC of 0.66. 
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INTRODUCTION 

Hate speech is a word that defames person or group of people 

based on their nationality, race or religion. It takes different 

forms such as pictures, songs, drama as well as speech 

(Bonnell, 1997; David, 1995; Whillock, 1995; Bakewell, 

1998). Indulging in hate speech cannot be claimed to be 

freedom of speech (Bakewell, 1998).Literature has revealed 

several cases where hate speeches have resulted in disastrous 

and deadly situations. These include the Rwanda genocide in 

1994 where the massacre of over 800,000 people took place. 

Also during the presidential election in Kenya in 2007, 

violence broke up between the three major ethnic groups and 

more than 1,100 people lost their lives (Bakewell, 1998).Text 

categorization is the task of classifying text documents 

(Drucker et al, 1999 and Dumais et al 2000). A number of 

algorithms have been applied in this area in recent times; 

these algorithms include support Vector Machines, Decision 

Trees, Neural Network, Bayesian Classifiers, and K-Nearest 

Neighbour. With increase in available methods or techniques 

for text classification, it has become increasingly important to 

evaluate the performance of these algorithms to identify the 

state of the art text classifier. The rest of the sections discussed 

major classification algorithms, related works of literature, 

the methodology applied, evaluation metrics employed and 

the results discussion.  

 

Classification Techniques 

A. Support Vector Machine (SVM): SVM is a 

machine learning algorithm implemented by 

Joachims (1998, 1999) and has been applied widely 

in text classification since that time (Drucker et al., 

1999 and Dumais et al., 2000). In mathematical  

 

term it is a method of finding among variables v1, 

v2… in N-dimensional space, the variable vi that 

separates the positive from negatives using the 

widest margins; that is to say that the minimum 

distance between the hyper plane and dataset is 

maximum. Thus this method tends to minimize the 

generalizing error that is the error that was 

generated by the classifier. Though SVM is mostly 

suited for binary classification problems, it has been 

recently applied in solving multiclass problems 

(Crammer and Singer, 2001). One major advantage 

of SVM in text classification application is the fact 

that dimensionality reduction is in most cases not 

needed. SVM is usually robust to over fitting thus 

can handle multidimensional data very well 

(Joachims 1998). Literature also reveals that feature 

selection is detrimental to SVM performance; thus 

the use of SVM for classifying high dimensional 

problem such as text classification is no longer an 

issue in terms of computational cost (Joachims 

1998). 

 

B. K-Nearest Neighbour Classifier: Fix and Hodges 

(1951) was the first to introduce the Nearest 

Neighbour algorithm and since then it has been 

used in classification and regression problems of 

different forms. Though regarded as a lazy 

classifier; it has proven to be an effective algorithm 

that competes favorably with other leading 

classifiers (Obunadikeet al., 2018). It has been 

applied successfully in different areas such as 

recommendation system, document classification, 
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pattern recognition, computer vision and it is a 

supervised learning algorithm (Obunadikeet al., 

2018).  KNN gets its name from the fact that it uses 

ideasfrom an item k-nearest neighbour to classify 

unlabeled item (Kataria and Singh, 2013). The letter 

k is variable which means that any number of 

nearest neighbours can be used. KNN identifies k-

values in training data that are closest in similarity 

and assigned to the unlabeled data the class of the 

closest neighbor (Kubat and Jr, 2000). It uses 

distance measures to measure similarities between 

two data items. The common distance measures are 

Euclidean distance, Manhattan, simple matching, 

squared Euclidean distance and Minkowski 

(Parvinet al., 2010). 

 

C. Naïve Bayes Classifier: Naïve Bayes algorithm is 

one of the machine learning algorithms that are 

statistical in nature. It was developed by Thomas 

Bayes and it applies Bayes theorem (Obunadike et 

al, 2018). It competes effectively with other 

popular classification algorithms; it is quite 

effective for classification of categorical data. It 

usually gives an impressive performance in 

classification problems though usually being 

criticized because of its attribute independent 

assumption. It is a popular text classification 

algorithm because of its simplicity and ease of use 

(Obunadike et al, 2018). The classifier performs its 

classification using equation 2 

𝑃(𝑑𝑜𝑐|𝑐𝑗) =  ∏ 𝑃(𝑎𝑖 = 𝑤𝑑𝑘|𝑐𝑗)
𝑙𝑒𝑛(𝑑𝑜𝑐)
𝑖=1  

   Eqn (1) 

 

where𝑃(𝑑𝑜𝑐|𝑐𝑗) is the probability of a document 

belonging to a certain class and 𝑃(𝑎𝑖 =  𝑤𝑑𝑘|𝑐𝑗) is 

the probability that word in position 𝑗 is 𝑤𝑑𝑘 given 

𝑐𝑗. It also assumes that  

𝑃(𝑎𝑖 = 𝑤𝑑𝑘|𝑐𝑗) =  𝑃(𝑎𝑚 = 𝑤𝑑𝑘|𝑐𝑗) ∀ 𝑖, 𝑚 

 Eqn (2)  

 

PREVIOUS WORKS  

Due to recent development in technology, cyber space has 

been the major platform for communication and businesses. 

It hosts several social networks such as WhatsApp, email, 

Facebook, Twitter even business platforms. The uncontrolled 

nature of this platform has opened door for misuse to 

malicious users. So many works have been done in literature 

to proffer solutions to this problem. Some studies have been 

carried out to detect malicious activities, the general 

characteristics of such activities and proffer some technical 

and effective techniques to guard against such acts Chew et al 

(2018). Cao et al (2008) are of the opinion that software base 

system are preferred as decision support system for users and 

that blacklisting is an effective technique.  Gupta et al (2018) 

in their work stated that when new solutions are proposed to 

overcome malicious use, offenders usually come up with a 

way of overcoming the new solution. They suggested the need 

to apply effective techniques in combating such crimes. Zang 

et al (2007) developed text based technique called CANTINA 

which extracts keywords using the term frequency-inverse 

document frequency algorithm. The keywords were used to 

search out malicious activities. Buber et al (2017) proposed a 

detection system with 209 word vector features and 17 NLP 

base features. They suggested the need to increase the number 

of NLP base features and word vectors. This was handled in 

their later work and they got better result with higher accuracy 

value. Duet al (2013) proposed a text classification algorithm 

that determined the pages of a site that must be blocked. 

Theirs was a web filtering system that uses text classification 

approach to classify web pages into desirable and undesirable 

ones. Though not in the domain of malicious activities, the 

work of Yindalon et al (2005) was on text categorization 

models for high-quality article retrieval in internal medicine. 

The work showed the possibility of using machine learning to 

automatically build models for retrieving high-quality, 

content-specific articles in a given time period in internal 

medicine which perform better than the 1994 PubMed clinical 

query filters. One of the popular methods of checking 

malicious users and activities is the use of machine learning 

algorithms by using simple classification techniques. With the 

use of machine learning algorithm it’s usually easy to detect 

malicious activities. This paper is focused on evaluating the 

performance of some selected machine learning algorithms 

usually applied to checkmate malicious activities. 

 

METHODOLOGY 

Text classification is formalized using the 

function 𝐹: 𝐷𝑋𝐶  {𝑇, 𝐹}, where 𝐶 = {𝑐1, 𝑐2 … 𝑐𝑛} is a 

predefined set of classes. D is a set of documents. If 

𝑓(𝑑𝑗 , 𝑐𝑖) =  𝑇, then 𝑑𝑗  is called a positive document or a 

member of 𝑐𝑖while 𝑓(𝑑𝑗 , 𝑐𝑖) =  𝐹  is called a negative 

example of𝑐𝑖. The classes are just symbolic labels, no 

additional knowledge of their meaning is usually available 

thus metadata are not usually available. The classification was 

done based on the knowledge extracted from the documents. 

Document indexing implies the act of mapping a document 𝑑𝑗  

into a compact representation of its content that can be easily 

read by a classifier. The text 𝑑𝑗  is represented as a vector 𝑑𝑗
⃗⃗  ⃗ =

{ 𝑤𝑖𝑗  …𝑤|𝑇|} where T is the dictionary, that is a set of 

features or terms that occur at least once in at least K 

documents and 0 ≤  𝑤𝑘𝑗  ≤ 1. The words occurred in the 

documents were identified with exception of the stop words. 

The document was stemmed to obtain the morphological 

roots of the terms or features found in the document. 

Dimensionality reduction was applied to reduce the size of 

features or terms that occurred in the word document. This is 

to avoid the classifier performing better on trained data than 

on new datasets and to make the problem more manageable 

for classifiers since many classifiers are known not to scale 

well on problems with high dimensionality.  For the text 

classification, the document was divided into three namely: a 

training set, validation set, and test set. The training set was 

the set of documents that were used to train the classifiers. 

The validation set was used to fine-tune the classification 
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models. The test set was used to evaluate the effectiveness of 

the classifiers. Three classifiers were applied for the text 

classification they include Support Vector Machine, Naïve 

Bayes and K- Nearest Neighbour. Classifiers evaluation was 

based on three metrics precision, recall, and accuracy. The 

methodology for this work is as represented in Figure 1.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Work Methodology 

 

 

SAMPLE DOCUMENT AND THEIR CLASSES 

The data source for this work is the internet. In text categorization using the arff file, the arff file has two sections: the header 

and data section. The first attribute of the header section represents the entire document as a single text attribute of type string. 

The second attribute is the class attribute and will define the class each document belongs. An example of the resulting 

document arff file use for this work is represented in Listing 1 

 

@ R e l a t i o n  H a t e S p c h 

 

@ A t t r i b u t e  D o c u m e n t  S t r i n g 

@ A t t r i b u t e  C l a s s  { y e s ,  n o } 

 

@ D a t a   

" N i g e r i a n  p o l i t i c i a n s  a r e  l i a r s " ,  y e s  

" F u l a n i s  a r e  m u r d e r s " ,  y e s  

" B u h a r i  i s  t h e  s p o n s o r  o f  B o k o  H a r a m " ,  y e s 

" S o l u t i o n  t o  N i g e r i a  p r o b l e m s  i s  r e s t r u c t u r i n g " ,  n o 

" I g b o  s h o u l d  b e  a l l o w e d  t o  h a v e  t h e i r  o w n  c o u n t r y " ,  n o 

" I g b o  p e o p l e  a r e  t h i e v e s " ,  y e s  

" N i g e r i a  i s  t h e  g i a n t  o f  A f r i c a " ,  n o  

" H a u s a s  a r e  l a z y " ,  y e s  

" K i l l e r  h e r b s  m e n  a r e  f u l a n i s " ,  y e s 

" B u h a r i  i s  f i g h t i n g  c o r r u p t i o n ” ,  n o 

" U n i t e d  N a t i o n s  h a v e  a c c e p t e d  B i a f r a  s e c e s s i o n " ,  n o 

" I g b o s  s h o u l d  l e a v e  t h e  n o r t h e r n  s t a t e  o r  t h e y  w i l l  b e  k i l l e d " ,  y e s 

" I g b o s  w i l l  n o t  g o  w i t h  t h e i r  p r o p e r t i e s " ,  y e s  

" I g b o  a r e  h a r d w o r k i n g  p e o p l e " ,  n o 

" C o r r u p t i o n  i s  f i g h t i n g  b a c k ” ,  n o 

" I g b o s  c a n  n e v e r  b e  p r e s i d e n t " ,  y e s  

" J o n a t h a n  g o v e r n m e n t  i s  t h e  m o s t  c o r r u p t  g o v e r n m e n t  i n  N i g e r i a " ,  y e s 

" H a u s a s  a r e  t h e  p r o b l e m  o f  t h i s  n a t i o n " ,  y e s  

" N i g e r i a  i s  a  b l e s s e d  c o u n t r y " ,  n o 

Listing 1: A Sample Arff file of the Text  

Hate statements can be more than this but for this research, these are the text used for the text classification. 

Measure of Effectiveness 

A number of different measures of effectiveness can be used in the evaluation of classifiers applied in text classification. A 

contingency table is simple and widely used effectiveness measures. The contingency table is shown in Table 1. 
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Table 1: Contingency Table  

 P o s i t i v e N e g a t i v e  

P o s i t i v e T P F P 
T P  + F P 

T o t a l  w i t h  p o s i t i v e 

N e g a t i v e F N T N 
F N  +  T N 

T o t a l  w i t h  n e g a t i v e 

 
T P  +  F N 

T o t a l  w i t h  a c t u a l  p o s i t i v e 

F P  +  T N 

T o t a l  w i t h  a c t u a l  n e g a t i v e 
 

 

From the contingency table three important measure of classifier effectiveness are considered: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃
𝑇𝑃 + 𝐹𝑁⁄  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝐹𝑃
𝑇𝑃 + 𝐹𝑃⁄  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑁 + 𝑇𝑃
𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃⁄  

 

 Precision is the measure of exactness of the relevant data retrieved.  

 The recall is the measure of completeness. That is the percentage of all relevant data that is returned by the model. 

 High Recall means that the model returns most of the relevant data.  

 High Precision means the model returns more relevant results than irrelevant.  

 Receiver Operating Characteristics (ROC) curve is a useful tool for comparing two classification Models  

 

RESULTS  

Tables 2 and Table 3 display the classification result obtained using the training set and test set respectively for the algorithms. 

Table 4 to Table 6 shows the individual result of the text classification on the test data set.  

 

Table 2: Trained Classifier Result using Training Set 

M e t r i c s N a ï v e  B a y e s S V M K N N 

P r e c i s i o n 1 1 1 

R e c a l l 1 1 1 

Accuracy 1 0 0 1 0 0 1 0 0 

T i m e 0 . 0  s e c s 0 . 1  s e c s 0 . 0  s e c s 

R O C 1 1 1 

K a p p a 1 1 1 

 

From Table 2, it is observed that the three algorithms performed well on the trained data set. 

 

Table 3: Revaluation Result on Trained Classifiers using Test Set 

M e t r i c s N a ï v e  B a y e s S V M K N N 

P r e c i s i o n 0 . 8 0 . 6 0 . 8 

R e c a l l 0 . 5 0 . 5 0 . 5 

Accuracy 6 1 . 5 5 3 . 8 6 1 . 5 

R O C 0 . 6 6 0 . 5 0 0 . 5 6 

K a p p a 0 . 3 0 . 4 0 . 3 

 

Table 3 shows that Naïve Bayes algorithms perform better than the other two algorithms on the test data set with higher 

accuracy and ROC curve of 61.5 and 0.66 respectively. 

 

Table 4: Result of Re-evaluation of Train SVM on Test Set 

i n s t # a c t u a l p r e d i c t e d e r r o r P r o b d i s t 

1 1 : y e s 2 : n o + 0 * 1 

2 1 : y e s 1 : y e s * 1 0 

3 1 : y e s 1 : y e s * 1 0 

4 1 : y e s 2 : n o +  0 * 1 

5 1 : y e s 2 : n o +  0 * 1 

6 2 : n o 2 : n o 0 * 1 
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7 2 : n o 2 : n o 0 * 1 

8 2 : n o 1 : y e s + * 1 0 

9 1 : y e s 1 : y e s * 1 0 

1 0 2 : n o 2 : n o 0 * 1 

1 1 1 : y e s 1 : y e s * 1 0 

1 2 1 : y e s 2 : n o +  0 * 1 

1 3 2 : n o 1 : y e s + * 1 0 

 

Table 5: Result of the Re-evaluation of Trained Naïve Bayes on Test Set 

i n s t # a c t u a l P r e d i c t e d e r r o r p r o b d i s t 

1 1 : y e s 2 : n o + 0 . 3 2 * 0 . 6 8 

2 1 : y e s 1 : y e s * 0 . 7 2 4 0 . 2 7 6 

3 1 : y e s 1 : y e s * 0 . 9 9 6 0 . 0 0 4 

4 1 : y e s 2 : n o + 0 . 0 3 5 * 0 . 9 6 5 

5 1 : y e s 2 : n o + 0 * 1 

6 2 : n o 2 : n o 0 . 3 6 1 * 0 . 6 3 9 

7 2 : n o 2 : n o 0 . 0 3 7 * 0 . 9 6 3 

8 2 : n o 1 : y e s + * 0 . 8 2 8 0 . 1 7 2 

9 1 : y e s 1 : y e s * 0 . 9 8 9 0 . 0 1 1 

1 0 2 : n o 2 : n o 0 . 0 0 2 * 0 . 9 9 8 

1 1 1 : y e s 1 : y e s * 0 . 9 7 4 0 . 0 2 6 

1 2 1 : y e s 2 : n o + 0 . 3 6 1 * 0 . 6 3 9 

1 3 2 : n o 2 : n o 0 . 0 4 2 * 0 . 9 5 8 

 

Table 6: Result of Re-evaluation of Trained KNN on Test Set 

i n s t # a c t u a l p r e d i c t e d E r r o r Pro b d i s t 

1 1 : y e s 2 : n o + 0 . 0 0 9 * 0 . 9 9 1 

2 1 : y e s 1 : y e s * 0 . 9 7 9 0 . 0 2 1 

3 1 : y e s 1 : y e s * 0 . 9 6 0 . 0 4 

4 1 : y e s 2 : n o + 0 . 0 1 1 * 0 . 9 8 9 

5 1 : y e s 2 : n o +  0 . 0 4 * 0 . 9 6 

6 2 : n o 2 : n o 0 . 0 1 1 * 0 . 9 8 9 

7 2 : n o 2 : n o 0 . 0 4 * 0 . 9 6 

8 2 : n o 2 : n o 0 . 2 0 5 * 0 . 7 9 5 

9 1 : y e s 1 : y e s * 0 . 9 6 0 . 0 4 

1 0 2 : n o 2 : n o 0 . 0 2 1 * 0 . 9 7 9 

1 1 1 : y e s 1 : y e s * 0 . 9 7 9 0 . 0 2 1 

1 2 1 : y e s 2 : n o + 0 . 0 1 1 * 0 . 9 8 9 

1 3 2 : n o 1 : y e s +  * 0 . 9 6 0 . 0 4 

 

 

DISCUSSION  

The individual reevaluation of the trained models reveals that 

Naïve Bayes classified most of its data correctly compared to 

KNN and SVM as shown in Tables 4 to Table 6. It also 

performed comparably better than KNN and SVM with 

accuracy value of 61.5 as shown in Table 3. The ROC curve 

which is used to measure effectiveness of classification result 

also reveals that Naïve Bayes is more effective in its 

classification given a higher ROC curve value of 0.66 

compared to KNN and SVM that gave 0.56 and 0.50 

respectively as show also in Table 3. 

 

CONCLUSION 

Text classifications that can make a meaningful distinction 

between classes of documents have been widely applied in 

data mining and machine learning. Machine learning 

algorithms are the most popular techniques usually for 

checking malicious activities in the internet. The recent 

growth in online messages and the transmission of hate 

speeches on social media platforms has called for the 

application of text classification and the study of various 

algorithms applied to determine the effectiveness of these 

algorithms. This paper evaluates three major algorithms for 

text categorization; it provides both theoretical and empirical 

evidence of the performance of the algorithms for text 

categorization. There are so many machine learning 

algorithms but this work is limited to evaluation of three 

popularly used machine learning algorithms for text 

classification. In deploying the model; the algorithm that have 

given the best performance will be applied and this will be in 

our next work. Future work includes adding other algorithms 

in the evaluation, development of hybridized model that 

would improve the filter model obtained by Naïve Bayes and 

deployment of the said model on Facebook and email. 
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